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Adaptivity through Unobstrusive L earning

Ingo Schwab, Alfred Kobsa

Abstract

In this paper, we present an approach for learning interest profiles impli citly from positi ve user observations only. This
approach eliminates the need to prompt users for ratings, or to somewhat artificially infer negative evidences, which
arises when traditiona learning agorithms are used. We developed a methodology for learning explicit user profiles
and recommending interesting dbjects. This highy dynamic process which calculates the personalized
recommendations in real-time, has been deployed in ELFI, a web-based system that provides information about
research grants and is used by more than 1000 users in German research organizations who monitor and/or advise on
extra-mural funding gpportunities.

1. Introduction

In the last few years, many approaches and systems for recmmending information, products and aher kinds of
objeds have been developed (Kobsa, Koenemann, and Pohl 2001). Since the Internet is becoming extremely
large, with vast amounts of information accessble to anyone with a wmputer, reommender systems are
becoming increasingly important.

There ae two main approaches for recommending ohjects to users. Feature-based filtering systems take
individual preferences with resped to certain features of objeds into acoount. Examples include actors and
diredors for movies, and resolution, price and maximum document size for printers’. Clique-based (aka
"coll aborative") filtering systems instead build on similarities between users with regard to the objects in which
these usersimplicitly or explicitly expressan interest.

Machine leaning methods can be used to solve dassfication problems. A straightforward way of applying
machine leaning techniques to the acquisition of user interest profiles is to assume that the set of information
objeds can be divided into interest classes (e.g., one for "interesting' and one for "not interesting'). In many
systems, users must give examples for bath classes in an initid training phase, on the basis of which a
clasdfication agorithm is being inductively learned. Thereafter, this algorithm can dedde whether new
information objeds belong to the "interesting" or to the "not interesting’ class Such explicit rating requires
additional user effort and keeps users from performing their actual tasks, bath of which is undesirable. As has
been observed by Carroll and Rosson (1987), users are unlikely to engage in such additional efforts even when
they know that they would profit in the long run. Additionally, motivating consumers to divulge personal data on
the web is proving very difficult, mostly due to their lack of trust that web sites will resped their privagy. Users
often withhold personal data or provide false data (Kobsa 2001). Conclusions about user interest should
therefore not rely very much on user ratings, but rather take passve, unohtrusive observations about users into
acoount as far as posshle.

2. Previous Work

In the past, several systems have been developed that employ learning algorithms to identify individua users
interests with resped to information oljeds and their contents. They make use of such user interest profiles to
generate personalized recommendations.

Lieberman (Lieberman 1995 developed the system Letizia, which asdsts users in web browsing by
recmmending links on the arrent web page in which the user is presumably interested. This prediction is made
based on an interest profil e of the user. The profile mnsists of alist of weighted keywords, which is obtained by
aggregating the results of TFIDF analyses’ of termsin previously visited pages and o search terms that the user
had entered in seach engines. The TFIDF algorithm needs positive and negative evidences for users interest in
these terms. Letizia anploys heurigtics to determine these esidences based on the user's browsing behavior.
Viewing a page indicaes interest in that page, bodkmarking a page indicaes even stronger interest, while

1 In "content-based" information filtering, the mntent is described by a restricted number of characteritic features of the
content, e.g. characteristic words.

2 The TFIDF agorithm (for “term frequency inverse document frequency”) assigns to each meaning-beaing term in a
document a numeric weight that represents the representativeness of the term for the document. The weight is computed by
dividing the frequency of the term in the document by the overall frequency of the term.
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"pasdng over" links (i.e., seleding a link below and/or on the right of other links) is viewed as a disinterest in
theselinks.

In Syskill & Webert (Pazzani and Billsus 1997), the user rates a number of pre-seleded web documents from
some content domain on a binary "hot" and "cold" scale. In this way, positive and negative leaning examples
become available to the system. Based on these ratings, it computes the probabiliti es of words being in “hot” or
“cold” documents. A set of word probability triplets is formed for each user, which can be regarded as an
interest profile that characterizes the average hot and cold documents of this user. Based on this profile, the
Naive Bayes Classfier method is used to classfy further documents as hot or cold, respedively.

The system Personalized WebWatcher (Mladenic 1996 also uses the Naive Bayes Clasdfier. This gstem
watches individual users choices of links on web pages, in order to reeommend links on other web pages that
are visited later. The user is not required to provide eplicit ratings. Instead, visited links are taken as positive
examples and non-visited links as negative ones.

The Naive Bayes Clasgfier is again used in the system NewsDude (Bill sus and Pazzani 1999, to recommend
news articles smilar to Syskill & Webert. In NewsDude, the inferred probabilities are taken to characterize a
user's long-term interests. To avoid recommending too many similar documents, an additional short-term profile
is built by memorizing recently read articles. New articles are then compared to the memorized ones; if they are
too similar, they are not recommended even when they match the long-term interest profile. This procedure
corresponds to the neaest-neighbor classfication agorithm, which is well known in Machine Leaning. Note
that positive eamples are only neealed for the short-term profile (albeit to produce "negative'
recommendations).

3. Learning User Profiles

In general, it can be asaumed that dividing the objects in an information subspace into an “interesting” and a
“non interesting” classis legitimate. People ae normally interested o disinterested in gven topics. However,
obtaining an appropriate set of negative examples (i.e, examples of the “not interesting” clasg is difficult. The
central source of information about the user is his or her web navigation behavior, and espedally the set of
seleded oljects. Seledions are made from the set of currently avail able information ohjeds. As has been shown
in Sedion 2, several systems use unseleded objects as negative examples. However, we daim that users may
generally still be interested in oljeds even when they did not seled them. Sometimes pages are not visited at the
moment but will so at a later point, and sometimes they are ignored forever even when the user isinterested in
them since it is too time mnsuming or simply not posshle to follow every interesting link. Classfying the
objeds not visited as negative examples thus sems to be a dangerous asamption. It may happen that the
machine leaning algorithm leans wrong dedsion barders between the dassfication regions.

It therefore seams more dfedive to huild a user profile based on positive examples of the “interesting” class
only. Standard classfication methods are then not appli cable anymore. For leaning interest profil es we thus had
to invent new learning methods or revise isting anes.
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Figure 1. Leaning mechanisms.



Figure 1 shows the structural design of our remmmendation component, gives an overview of the leaning
methods used, and describes how they coll aborate to recommend new or interesting ojects to the user. There ae
three main stages in the recommendation process In the acquisition stage, observations about a user are
processed with a statisticd significance analysis to extract those features of the oljeds that represent the user's
interests viz. disinterests. In the seand stage, the seleded features are explicitly represented in the user model
(UM). In athird stage, leaning algorithms utilize the model for recommending new relevant oljeds to the user.
This decision stage is 9lit into two main parts. For content-based reaommendations, we use a probabili stic and
an instance-based learning (IBL) approach (namely k-Nearest Neighbor or Case Based Reasoning) (Mitchell
1997 to lean a general characterization of objects that are relevant to the user. Additionaly, a collaborative
approach compares the content-based user models and recommends oljects that similar users frequently selected
in the past.

We modified all approaches  that they can handle asingle dassonly, by employing the notion of similarity or
distance between objeds. The main idea for the @ntent-based recommendation algorithms is that the user is
interested in oljeds which are similar to the ones she dready seleded. The seledions represent some kind of
“interest center”. Then the similarity between the seledions and the database of unseen objeds can be
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Figure 2. Instance-based learning approach.

immediately used to rank the unseen objeds. The oljeds which are similar to at least one previousy seleded
objed receve higher values and should be shown to the user.

While the recommendation components try to asess objects as a whole when determining their interestingness
these leaning results cannot be used very easily for characterizing individua users preferences explicitly, which
is a desirable feature of user modeling systems (Kobsa, Koenemann, and Pohl 2007). Therefore, we employed
statisticd methods to find the objed features that are espedally important to an individual user. Thisismorein
line with traditional user modeling approaches where user models are knowledge bases with an explicit
representation of user characteristics. Since such user profiles can be inspeded and changed by the user, the
system becomes much more transparent. Practice has shown that thisis an extraordinary important feature for
the acceptance of the adaptive system.

In the following subchapters, we will describe the recommendation components that are used at the dedsion
stage. We can only give a brief summary of the diff erent methods however. For a more detail ed discusson of the
used methods and o the other stages (namely the acquisition and the user model stage) see (Schwab, Pohl, and
Koychev 2000.

3.1 Probabilistic Approach

We use Bayes theorem to calculate the probability of user interest for a given document. That is, we apply a
simple Bayes classfier to positive examples only. For each feature of the representation of a new objed, a
product is computed of the probabiliti es of this feature appearing in previoudy seleded objeds. The values of
the features have to be equal to the values of the aurrent oljed. Like the simple Bayes clasdfier, this approach
asames that the features are mutually independent.

This algorithm computes a single value for a given document. The ideais that interesting documents should
receve higher values whereas uninteresting documents should receve lower values. When applying this
algorithm to the available data for each user, unseleded documents turned aut to generally have lower values
than seleded ones. We therefore use this method in combination with an interest threshold. Documents with



probability values greder than the seleded threshold are assumed to belong to the class “interesting” and are
recommended to the user. Alternatively, this method can also be used to rank the ojeds using the caculated
probability value, andto propose the n best documents to the user.

3.2 Instance-Based Approach

One of the most popular machine leaning algorithms is the k-Neaest Neighbor (kNN) approach (Mitchell,
1997). For this algorithm, learning means remembering previoudy (classfied) experiences. Each experience
(called instance) can be represented as a point in a predefined space (for example, a Euclidean space).
Clasgfication of a new instance then amournts to seaching for its nearest neighbors, and to assgn it to the dass
to which the most neighbors belong. Sincethe seleded documents are mnsidered as positive evidences and since
we do not assume by default that the unseleded ones are negative examples, we only have a sngle class A
standard kNN procedure would therefore dassfy each new document as positive. We therefore modified the
Nearest Neighbaor idea by examining a space of fixed size aound each previousy seleded dacument. A new
document is considered interesting if its distance to at least one previoudy selected document is lessthan this
radius (seeFigure 2).

To operationalize this ideg a suitable distance measure must be found, and the size of the examined space
around new documents must be determined. We use aweighted distance measure for this purpose which is
individually computed for each user. The underlying rationale is that a high weight for an attribute that is very
crucial to a user will 1 ead to larger distance values between objects that differ in this feature. We obtain such
distance weights from the feature analysis medchanism that is used for leaning explicitly represented user
preferences at the acquisition stage.

3.3 Content-based Collaborative Recommendations

Forming user groups

User-adaptive systems typically learn about individual users by anayzing olservations about their behavior.
However, it may take asignificant amount of time and observations to construct a reiable model of user
interests, preferences and other characteristics. Additionally, it is useful to take advantage of the behavior of
similar users. This problem is often solved by abandoning content-based user modeling in favor of the
coll aborative filtering approach (Kongtan et al., 1997).

Earlier, the user modeling community provided a different answer, namely the stereotype approach (Rich 1970,
1989. During the development time of a system, user subgroups are identified and typical characteristics of
members of these subgroups determined. During the runtime of the system, users are assgned to ane or more of
these predefined user groups and their characterigtics attributed to these users. The need for an (empirically
based) pre-definition of these stereotypes is an obvious disadvantage. As an alternative, Orwant (1995 and
Paliouras (1999 used clustering medanisms to find user groups dynamicdly, based on all available individual
user models.

We pursue a smilar approach to group modeling. Explicitly represented user models can be dustered and the
descriptions of the dusters can be used li ke predefined stereotypes. In contrast to “red” stereotypes, clusters are
acquired dynamicdly and can be revised whenever needed. Thus dynamic evolution of user groups can be
acoounted for. However, in some domains it can be difficult to find well-distinguished groups of users.
Sometimes users’ interests are very idiosyncratic and sometimes users fit into more than one group. Users al'so
can be grouped along different dimensions. Hence, the system should be able to manage many different
groupings of users. Additionally, in some @ases the arrent user’sinterests will change frequently and rapidly. As
aresult, the dynamics of user group formation can be very fluid, which wil | require high computational costs to
keep the users group memberships up to date, espedally with large numbers of users. A posshle solution isthe
Nearest Neighbar method for defining a small group of those users who are most smilar to the arrent user. This
approach can then be used for coll aborative recommendations.

When grouping wsers, the key isale is to define an appropriate similarity measure. We amploy Pearson
correlation for measuring the similarity between users' explicit profiles. The arrelation between two users uy
and uy is measured on the basis of their feature set, which is defined as the union of the seleded features for
each user: F,, =F, OFy. This avoids considering two users to be similar if they have a lot of irrelevant

features in common. The values in the user vedors are the normalized weights cdculated by the significance
anaysis at the acquidtion stage. Therefore, the correlation between two users can be @lculated as foll ows:
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where w; ; is the weight of the feature i for the user |, celculated by the feature seledion test (see Figure 1);

andw; isthe average weight for the user j .

In our domain, we mostly encounter short-time users and it is difficult to dstingush well-defined user groups.
Hence, we opted for a Neaest Neighbor approach for coll aborative recommendations. Let Dyec x be a set of

documents that consists of a union of sets of documents that have been seen by the group of neighbor users but
werenot yet selected by the arrent user x:
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In the next step, the documents from D¢ x arerated using weighted vating as foll ows:
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where, v;; 0{0] and v;; =1 iff d; O DuJ . Whilethe k-NN method may yield neighbars that are actually quite

distant (in cases where the user has lessthan k neaby neighbars), weighted voting prevents such neighbor users
from having a big influence on recommendations. Finally, the documents that receved the highest ratings are
recommended to the user X.

Coll aborative recommendation can be given to users independently from content-based recommendation. This
allows users to choose the information source for achieving their goals. Another approach is a weighted voting
method to merge bath sources of recommendation. The weight of each source can be dynamically adjusted by
observing user’s actions on thelist of reeommended documents.

Experiments

To show the relevance of our
100 algorithm we conducted several
experiments. We @lculated the
correlation between each posshble
combination of two users. After that
we tested how the @rrdation
between two posshble usersisrelated
to the prediction acauracy. We were
able to show that there is a strong
60 V4 corrdlation  (0.98) between the
\/ acauracy of collaborative
recommendation as described above,
and the arrelation (i.e similarity)
46 ; ; ; ; between users (see Figure 3). The
-02 0 02 04 06 08 1 prediction quality of 50% represents
correlation between users a random recommendation strategy.
Figure 3. The relationship between the similarity between two users (based an | f the correlation between two users
the crrelation between content-based profil es) and the quality of the is nealy 1, the average prediction
coll aborative recommendations. quality is also very high (i.e it
approaches 100%). If the crreation
is approximately 0, then the prediction quality is equal to that of arandom recommender. We @nclude that the
ELFI domain is amenable to coll aborative recommendation (i.e, it is posshble to give accurate recommendations
if usersare similar).
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Thisresult can be used to sdled a lower threshold for the similarity between users that still preserves a desired
level of expected recommendation accuracy. For example, a threshold of 0.95 for the correlation between users



will guaranteethat the average prediction accuracy of coll aborative recommendation will be more than 90%.
Additionaly, our experiments suggest that coll aborative recommendation based on similarity in content-based
profiles achieves its high predsion accuracy with considerably less computationa efforts than traditiona
approaches, which compare items.

4. The Adaptive ELFI System

ELFI® isa WWW-based system that provides accessto a database of funding programs and funding agencies.
Users are grant officers in reseach ingitutions who monitor and advise on extra-mural funding opportunities,
and also individual scientists. The information spacethat consists of these information oljedsis organized into

hierarchies of, eg., reseach topics (mathematics, computer science etc.) and fundng types (grant, fell owship,
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Figure 4. The user interface of the adaptive ELFI system.

etc.). Attheuser interface these hierarchies are visualized as diredory trees (seethe l€eft part of figure 4), which
allow the user to navigate easily through the information space In addition, the system permanently displays the
contents of the arrent information subspace by listing links to the respedive funding programs. For instance
when the user seleds the reseach topic ”computer science’, links to all available fellowships in computer
science ae listed. The user is also alowed to chedk or unched spedal areas of the navigation tree Unchedked
topics are not further expanded. In Figure 4, the adaptive system has leaned from the user's navigation behavior
that the user is interested in “Applied Computer Science’ (Praktische Informatik). It realizes that the areais
unchedked and informs the user about this fact by highlighting it in green, thereby prompting the user to also
ched this area for the future. It also listslinks to all available grantsin applied computer science (seethe top of
Figure 1). Before being displayed, the research grant announcements of the seleded information subspace ae
matched with the leaned user model and ardered by relevance The most promising research grants then appea
at thetop of thelist. The user can seled these linksto oltain amore detailed view of the grants.

Conclusion

For developers of user-adaptive interactive systems, it remains a chall enge to design interfaces that are able to
acquire users ratings of presented information in an unobtrusive manner (some spedal cases where this seans
possble ae discused in (Kobsa, Koenemann, and Pohl 2001)). Whenever users have to seled interesting

3 Seehttp://www.elfi.ruhr-uni-bochum.de/. A more detail ed description of ELFI can be found in (Schwab, Pohl
and Koychev, 2000.



objeds from larger sets, like links on a web page or products from a web store, negative evidence (bath explicit
and implicit) will always be difficult to oltain. In such cases, the methods presented in this paper can be
fruitfully employed.
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