Abstract

The objective of the project is to develop a system that takes a TV show or movie as input, and automatically detects and identifies all the celebrities shown in it. The system is useful for various applications such as video retrieval, automatic cast listing, etc. The task is more challenging than other face recognition tasks, because (a) compared to static pictures, videos have more motion blur and often poorer image quality, (b) face recognitions in videos require matching a character in various character poses, lighting conditions, facial expressions, makeup and hairstyle etc., which is difficult in most cases.

The project is composed by a training phase and a runtime phase. During the training phase, a classifier based on CNN is trained on 14000 manually labeled faces taken from TV series Friends. In the training data set, each face is assigned a label, which is the name of the character shown in the image. And given a new image, the trained classifier is able to predict the shown celebrity and its probability. We experimented with approx. 13000 faces images and using an off-the shelf CNN with linear SVM achieved an overall accuracy of 72%. We further tested our classifier on the video of Friends movie, which was made in 2014 and achieved an overall accuracy of 49%. Our experiments confirm that good classification results can be achieved just by using an off the shelf CNN with SVM and also that aging significantly reduces the performance of the classifier.

1. Introduction

Associating faces appearing in videos with corresponding names is an important task for many applications, such as video content enhancement, automatic cast listing, video retrieval, video-user interaction, etc. And commercial systems like Hulu Face Match [1] provide the feature that helps user identify the actors in the TV shows and clips they watch, and provides more information related to the actors if the users hover their mouse over the actor’s faces, as shown in Figure 2.

As the commercial systems are based on a large number of video clips and big face data set, they usually require a large amount of human effort to construct and maintain the system. In this project, we explore to design and implement a small scale classifier that is trained on a small number of video clips, with least human efforts. In runtime, the system
is able to automatically detect faces from videos, and identify character names from the faces detected.

2. Related work

The majority of methods for identifying names from faces are mainly aiming for static images. One of the earliest attempts was by Kanade [2], who utilized simple image processing method to extract a vector of 16 facial parameters and a simple Euclidean distance measure for matching. Sirovich and Kirby [3] were the first to utilize Principal Components Analysis (PCA) to economically represent face images. Moses et al. [4] proposed using Fisher’s Linear Discriminant Analysis (LDA), based on the observation that “the variations between the images of the same face due to illumination and lighting direction are almost always larger than image variations due to a change in face identity”. Recently, AI approaches using tools such as neural networks and machine learning techniques have been utilized to solve the face recognition problem, which greatly improved recognition accuracy. Samaria and Harter [5] used a one-dimensional HMM to obtain a peak recognition accuracy of 87% on the ORL database. Lawrence, Steve, et al [6] proposed a convolutional neural network based approach to achieve 96.2% recognition rate on the ORL data base.

The task of identifying faces is more difficult when it comes to videos. Because (a) compared to static pictures, videos have more motion blur and often poorer image quality, (b) face recognitions in videos require matching a character in various character poses, lighting conditions, facial expressions, makeup and hairstyle etc., which is difficult in most cases. Satoh Shin’ichi etc. [7] developed a system that associates faces and names in news videos.

The system takes a multimodal video analysis approach: face sequence extraction and similarity evaluation from videos, name extraction from transcripts, and video-caption recognition. Howell and Buxton [8] employed a two-layer RBF network for learning/training and used Difference of Gaussian (DoG) filtering and Gabor wavelet analysis for the feature representation, while the scheme from was utilized for face detection and tracking.

3. System overview

Our system is composed of two stages: a training stage and a runtime stage. As shown in Figure 3, Training stage detects faces from training videos, and trains a model based on the labeled faces. Then based on this model, runtime stage classifies faces shown in testing videos into classes of character names.

Training stage.
(1) Face detection: We apply Viola Jones’ Haar cascade algorithm to detect faces from video frame [9]. And to reduce the number of duplicated frames, we extract 1 frame from every consecutive 10 frames.

(2) Face labeling: As both the training and testing datasets are based on video clips from TV series ‘Friends’, we classify all the faces into 7 classes: ‘Rachel’, ‘Monica’, ‘Ross’, ‘Joey’, ‘Chandler’, ‘Phoebe’, and ‘Other’. And we manually label approximately 14000 training images (2000 per class) of faces as shown in Figure 9.
Classifier training: We explore to train two models as character name classifier. One is based on the concepts of Eigenfaces [10], the other is based on convolutional neural networks [11]. Section 4 will describe details of both the models.

Runtime Stage
In runtime stage, we used ~13000 face images from videos of season 9 as shown in Figure 10. The system detects faces using the same face detector we used in training stage, and then the trained classifier classifies the faces into classes of character names. For accuracy estimation we compare the predictions of the classifier with the labeled predictions.

4. Training Models

4.1 Eigen faces with Nearest Neighbour
An image can be considered as a point in high dimensional space, and then the classification problem we are exploring can be converted into a problem of finding nearest neighbor for a given vector. But the naïve idea of considering each pixel will lead to too high dimension, for example, an 80x80 image will be a 6400 dimension vector, which is useless for any practical application. A natural idea for solving these issues is to represent image by a lower dimensional point using concepts like PCA.

Eigenface algorithm [9] converts each image to an eigenvector, and orders all Eigen vectors by their corresponding eigenvalues. Figure 4 shows the top 10 eigenvectors from our training data.

Using concepts from PCA, the images can be reconstructed with a small number of principal vectors. Figure 5 shows the faces reconstructed by different number of eigenvectors, and we observed that approximately 400 or higher eigenvectors gets us a good reconstruction of the original face image. So in our project, we applied the top 400 eigenvectors as the representation of images. Due to computational reasons during training, only 1400 training face images (200 per class) were used.

With the low dimension representations of images, the classification algorithm can be described as:
(1) Projecting all training samples into the PCA subspace.
(2) Projecting the query face into the PCA subspace.
(3) Classify the query face by comparing its position in the PCA subspace with the positions of training samples, using nearest neighbor method.

4.2 Convolutional neural nets with SVM
For this multiclass classification task, ideally we would have wanted to train the model using thousands of images from the web. Due to lack of images of all the six celebrities (Chandler, Joey, Rachel, Monica, Ross and Phoebe) in the preexisting dataset, we created our own dataset. After running the Viola-Jones face detector (as described in section 3) on episodes from season one to eight, we collected ~300,000 face images. We then manually labeled a subset of these (approximately 15,000) images to train the model. For the ‘others’ class, we took 400 images of 4 celebrities from the preexisting dataset, different from the rest of the six celebrities. After building this training dataset, which consisted of approximately 2000 images per class, these were then used to train a combination of an off the shelf convolutional neural networks (CNN) and a support vector machine (SVM) [12].

Previous works [13] have shown that off-the-shelf trained CNNs, which are trained on quite different datasets such as ImageNet can give good performance and should be treated as baseline for any recognition task. Hence, a very deep (19-layer) off the shelf model [14], which was trained for days on clusters of GPU, was used for our classification problem. This could be visualized as for a single face image, reducing the dimensionality of it such that the resulting feature vector is a very good representation of the original image, quite similar to concepts of PCA. This resulting feature vector could be extracted from different layers, however the first
fully connected layer gave the best results. Further, these feature vectors were then used as the input to a linear SVM. Being a multi-class classification problem, the one vs rest approach with a cost penalty (for misclassification) of 3 gave the best performance.

5. Results and Discussion

Results of all three trained models, namely Eigen faces with nearest neighbour classifier, CNN with linear SVM and CNNaug with linear SVM when tested on ~13000 face images from Friends season 9 are summarized in Figure 6. We observed an overall accuracy of 26.16 percent using Eigen faces. The accuracy is improved to nearly 69.35 percent with just using an off the shelf CNN and linear SVM. Further training the same model with augmented data (by flipping the images) earned an extra two percent of accuracy.

One of the possible reasons for low performance of Eigen faces with nearest neighbour classifier could be due to training using only 200 faces per class. As seen from the confusion matrix shown in Figure 6 almost a large number of the faces were falsely predicted as the class ‘others’, which could be partially due to fact that when a query face is projected on the PCA subspace, due to lack of enough training data, its easily misclassified by computing the label from the nearest neighbour. One possible way to overcome that could be using a weighted combination or using K nearest neighboring and taking majority vote. With using CNN and linear SVM we observed an improved accuracy even in individual classes, which is clearly depicted from the diagonal entries in the confusion matrix except for the class ‘others’. One possible reason for the misclassification of class ‘others’ could be that during training, images from only 6 celebrities were used to train the model. As a result during the testing phase images, it is highly unlikely that the class others will be classified to match these six celebrities. A similar observation was observed when the training dataset was flipped (mirror image) to train the same model, CNN with linear classifier (CNNaug with linear classifier). There was only a two percent increase in the overall accuracy.

We also tested the best model (CNNaug with linear classifier) on video of Friends movie, which was released in 2014. This video is quite different from season 9 as it was made approximately 10 years later than the Friends TV show as shown in Figure 7. We observed an overall accuracy of 47.35%, which is roughly a 20% decrease from
accuracy on seasons 9 dataset as shown in Figure 8. These observations are quite similar to those in a previously published research paper [15]. This is primarily due to the fact that with aging appearances of the faces of each celebrity changes a lot.

6. Conclusion and Future work

To conclude, this paper presents an approach to identify character names of faces detected from video clips, using off the shelf CNN with a linear SVM training model. Experiment shows that accuracy of nearly 70% could be achieved on videos from Friends season nine. Further we also showed the observation that with aging the accuracy dropped to about 48%, which could be reasoned that aging tends to change the appearances of the faces.

In the future, we would like to perform various clustering techniques like agglomerative clustering, EM clustering on the testing dataset to extract face tracks and thus improve the accuracy even further. Another possible research direction from here could be of building 3D face reconstructed models. Given we have nearly 5000 face images of each celebrity captured from different poses, it is highly likely that a 3D face model can be made for each character, which could then be used for tasks like recognition etc.
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Figure 9: Training Data: Images of faces of all the six celebrities extracted using the Viola-Jones face detector on frames from Friends season one to eight. The fourth row from the top contains face images of others using pre-existing dataset.

Figure 10: Testing Data: Images of faces of all the six celebrities and others extracted using the Viola-Jones face detector on frames from Friends season nine.