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Abstract. The performance of a computer system is highly dependent
on the performance of the cache memory system. The traditional cache
memory system has an organization with a line size that is fixed at
design time. Miss rates for different applications can be improved if the
line size could be adjusted dynamically at run time. We propose a system
where the compiler can set the cache line size for different portions of the
program and we show that the miss rate is greatly reduced as a result of
this dynamic resizing.

1 Introduction

The area available for on—chip caches is limited and the size and associativity of
a cache for a given processor cannot be significantly increased without causing
an increase in the cycle time. Currently in a given technology implementation
processor designers decide the size of cache lines by considering different tradeoffs
between speed and latency. But this tradeoff also influences the miss rate of the
cache system. We show that this decision has a great impact on the miss rate of
the memory system.

We propose a simple system that allows the cache line size to vary at run
time. To achieve this we augment the ISA with a single extra instruction that
sets the line size. A compiler can insert this instruction in the code at points it
determines suitable by either static code analysis or profile—directed feedback.

While the hardware modifications are modest, the following questions need
to be answered to determine the feasibility of the approach:

1. When should the cache line size be changed,
2. How often is it necessary to reconfigure,
3. What is the optimal reconfiguration policy?

On one hand it would not be feasible to change the cache line size every few
instructions as the overhead associated with such reconfiguration would make
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the approach prohibitively expensive. On the other hand if we reconfigure too
infrequently, e.g. once per function call, we might miss some optimization oppor-
tunities because a function may contain a number of loops, each of them with a
distinct cache behavior.

It has been shown that the majority of dynamic instructions in a program
are executed in innermost loops. An inner loop is also likely to have reasonably
stable spatial /temporal locality characteristics. This suggests that an inner loop
may be a good place to change the cache line size and maintain the setting for
the duration of such a loop. In this paper we study the performance of changing
the cache line size at loop level and show that such an approach is feasible.

We currently use a profile-based mechanism for the control of adaptation
by the compiler. Future work will study the opportunity to use compile—time
analysis for making adaptivity decisions.

2 System Organization

The system being studied consists of a 3—level memory hierarchy. The cache line
size 1s reconfigurable at run time using a special instruction. The set of sizes is:
8, 16, 32, 64, 128 and 256 bytes. A fully associative write buffer is also used.

The L1 cache is direct mapped and the hit latency is assumed to be 1 cycle.
The L1 bus transfer takes 2 cycles. L2 is a 2—way set—associative with the access
latency of 15 cycles. The main memory access latency is 100 cycles.

3 Experimental Infrastructure

3.1 Simulator

The framework provided by the ABSS [2] simulation system is used in this study.
ABSS is a simulator that runs on SUN Sparc systems and is derived from the
MINT simulator [3].

The ABSS simulator consists of 5 parts: augmentor, thread management,
cycle-counting libraries; user-defined simulator of the memory system and the
application program.

The augmentor program (called doctor) parses the original application as-
sembly code, and adds instrumentation code that sends information about the
loads and stores executed by the program to the simulator.

Our custom memory architecture simulator simulates a 3-level memory hi-
erarchy, the cache line for the L1 cache is changeable at run time via commands
embedded in the simulated program.

3.2 Compilation

We have used version 2.95 of the GCC compiler collection to conduct all the
experiments. The compiler back—end was modified to emit special code sequences
before entering a loop, or on the code path for exiting a loop. Given that the



compiler back—end is common to the C and Fortran77 compiler we were able to
use this instrumentation for compiling all the SPEC95 benchmarks.

The code sequences were used for adjusting the cache line size, and for col-
lecting statistics and identifying the loop (source file name and line number),
and signaling to the cache simulator that a loop is being entered or exited.

All the benchmarks where compiled using the -O2 optimization flag, the
target instruction set was SPARC V8plus.

4 Experiments

We have run the simulations for a memory system using different cache line sizes.
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Fig. 1. L1 miss rate for the loop containing the most memory references.

The results shown in Figure 1 are miss rate for the loop that contains the
most memory references for each benchmark is shown. It can be observed that
no individual cache line size gets the minimum miss rate for all benchmarks, and
that there is no rule for all benchmarks that could determine the optimal cache
line size.

Figure 2 shows that even for the same benchmark, different loops have better
miss rates for different cache line sizes. Based on these two fact we can conjecture
that adapting the line size on loop boundaries improves the miss rate.

We used profiling to determine the best cache line size for each loop, we run
the benchmarks using the training input set, determined for each loop what is
the cache line size that generates the minimum miss rate and used that data
to run the benchmarks using a compiler generated instruction to change the
cache line size to the one that was determined to generate the minimum number
of misses. This approach is practical since we have determined that the data
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Fig. 2. L1 miss rate for the loops that generate most memory references for the com-
press benchmark

obtained using the small, manageable training input sets extrapolates well to
the actual application. The results are shown in Figure 3. It can be seen that
the miss rate always improves, sometimes by a wide margin.

Another interesting observation can be made from Figure 3. The “worst case”
data is obtained by using the profile data for setting the line size in such way
to maximize the miss rate. It can be observed that this worst case is in all cases
very close to the miss rate for at least one of fixed line sizes. So it is likely that
for about any fixed line size there will exist an application that will have a very
high miss rate, therefore cache line size adaptability is a worthwhile feature for
a general purpose processor that has to run well a variety of applications.

5 Conclusions and Future Work

We have shown that adapting the cache line size on a per loop basis improves
the cache miss rate. We have used a profile base approach, future work will
determine the cache line size at compile time using analytical approaches and
we are also working on using hardware based approaches to dynamically change
the cache line size.
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Fig. 3. L1 miss rate for different cache line sizes, and for an adaptive cache
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