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#### Abstract

We prove an $\Omega(\log n \log \log n)$ lower bound for the span of implementing the $n$ input, $\log n$-depth FFT circuit (also known as butterfly network) in the nonatomic binary forkjoin model. In this model, memory-access synchronizations occur only through fork operations, which spawn two child threads, and join operations, which resume a parent thread when its child threads terminate. Our bound is asymptotically tight for the nonatomic binary fork-join model, which has been of interest of late, due to its conceptual elegance and ability to capture asynchrony. Our bound implies super-logarithmic lower bound in the nonatomic binary forkjoin model for implementing the butterfly merging networks used, e.g., in Batcher's bitonic and odd-even mergesort networks. This lower bound also implies an asymptotic separation result for the atomic and nonatomic versions of the fork-join model, since, as we point out, FFT circuits can be implemented in the atomic binary fork-join model with span equal to their circuit depth.


## 1 Introduction

The parallel random access machine (PRAM) [33, 34] is a computational model where $p$ synchronous processors share a common memory of potentially unbounded size. It has been studied for decades, with many interesting results, but it has also been criticized because its synchronization requirement that processors "march in lockstep" is unrealistic for modern parallel computer systems, where processors are asynchronous, due to such factors as different CPU speeds, caching effects, branch predictions, interrupts, and interactions between multiple concurrent jobs, e.g., see 9.

In contrast, the fork-join model of parallel compu-

[^0]tation (also known as the multi-threaded $\boldsymbol{R} \boldsymbol{A} \boldsymbol{M}$ [21, [23]) offers an alternative, as it captures asynchrony in a conceptually simple way, and it has gained further acceptance from being embodied in several parallel programming environments, e.g., see [2, 12, 22, 28, [35, 36, 37]. In the fork-join model, a dynamic set of threads shares a common memory of potentially unbounded size, with each thread comprising a sequential computation that can perform standard RAM instructions expressed in a program stored in memory. Each thread may also issue a fork instruction, which spawns $k$ child threads (for a parameter $k \geq 2$ ) that immediately begin executing in parallel, and which, in turn, may spawn own child threads by issuing their own fork instructions. For every fork instruction, there is a corresponding join instruction, which acts as a barrier synchronization for all threads spawned by the associated fork instruction ${ }^{1}$ The performance of an algorithm in the fork-join model is measured by its work and span. We will define these terms formally in Section 2 but, informally, work is equal to the total number of instructions and span is the length of a sequence of instructions that are always executed in serial, and is hence a lower bound on the parallel execution time, even if there are infinitely many processors.

One important detail, which is too often reduced to footnotes, is how threads are allowed to access the shared memory. In one version of the fork-join model, which we refer to as the atomic fork-join model, threads are allowed to read or write memory cells arbitrarily in the shared memory, with the assumption that the model supports some type of atomic memory-access primitive, which manages potential concurrent accesses to the same memory cell. For example, a test-and-set (TS) operation atomically tests whether a memory cell is 0 and, if so, sets it to 1 and returns true; otherwise, it returns false [1]. A compare-and-set (CAS) operation, which is also known as compare-and-swap, atomically

[^1]tests a memory location against a value, $x$, and updates this value to another value, $y$, if it was equal to $x$, e.g., see [32], Blelloch et al. 9] demonstrate that these atomic operations provide the threads with an ability to detect (and if needed impose) a specific order during concurrent write accesses.

In another version of the fork-join model, which we call the nonatomic fork-join model, there are no atomic memory access primitives, e.g., see [38, 21]. A thread in the nonatomic fork-join model may only write to memory cells that will not be read or written by a non-descendent thread, under any scheduling [3, 10, 13, 14, 11] of the threads.

Another consideration for the fork-join model is its fanout. In the binary fork-join model, a fork operation always creates exactly two child threads, i.e., $k=2$, which better captures real-world constraints, e.g., see [9, 38, 37. Indeed, it is easy to see that if $k$ can be as large as the number of processors, $p$, then we can simulate a $p$-processor CREW PRAM ${ }^{2}$ algorithm that runs in time $T$ and work $W$ in the nonatomic fork-join model with span $O(T)$ and work $O(W)$. Namely, for every step $i$, fork $p$ child threads and have each thread perform step $i$ for one processor and halt. Thus, if we allow arbitrary fanout, we might as well be working in the CREW PRAM model. Furthermore, if we also allow atomic operations, then by the same simulation approach, we can simulate any CRCW PRAM algorithm that runs in time $T$ and work $W$ in the atomic fork-join model with span $O(T)$ and work $O(W)$ 9. Therefore, we focus on the binary forkjoin model in this paper.

Much in the same way that CRCW PRAM model [6, 29, 30] imposes stronger hardware requirements on a parallel system than EREW PRAM model [18, 31, the atomic fork-join model imposes stronger requirements on the memory hardware and scheduling mechanisms than the nonatomic fork-join model does, e.g., see [10. And a natural question is whether there is any substantive difference between the atomic and nonatomic versions of the binary fork-join model in terms of the performance and efficiency of the algorithms designed in these variants. The atomic binary fork-join model certainly seems more powerful, but are there any (natural) problems for which the atomic binary fork-join model has provably more efficient solutions than what is possible for the nonatomic binary fork-join model?

[^2]1.1 Prior Related Work. Duda and Czachórski [25] study several versions of fork-join synchronization primitives, including their visualization using computation DAGs. Mellor-Crummey 38 studies detecting data races in programs with nested fork-join parallelism, and also introduces the computation DAG concept for visualizing computations in the fork-join model. Bender et al. 7 also study data race detection for programs in the fork-join model, designing an on-the-fly method for maintaining dynamic computation DAGs.

Cole and Ramachandran explore the problem of false sharing [16, 17 in the fork-join model, where the local copy of a variable can become stale because of updates done by another thread, and they also provide a number of algorithms in the nonatomic forkjoin model to deal with the problem. In particular, they present a sorting algorithm with $O(\log n \log \log n)$ span [19] and observe that the $O(n \log n)$-work algorithm of Frigo et al. [27] exhibits $O(\log n \log \log n)$ span when implemented in the nonatomic binary fork-join model [16]. Blelloch et al. [10] study properties related to the nonatomic fork-join model, showing that if a multithreaded parallel computation in the fork-join model is race free, write-after-read conflict free, and has work $W$ and span $S$, a scheduler can guarantee a time bound of roughly $O(W / p+S)$ parallel time using $p$ processors, even in the presence of faults.

Blelloch et al. [8 give several algorithms in the atomic fork-join model based on the CAS primitive, Dhulipala et al. [23] present a number of parallel graph algorithms in the atomic fork-join model, using the TS atomic primitive, and Blelloch et al. 9 give additional combinatorial algorithms in the atomic binary forkjoin model, also using the TS primitive, including a randomized sorting algorithm with span $O(\log n)$ w.h.p. The elegance and efficiency of these algorithms for the atomic fork-join model therefore motivates the question we asked earlier, namely, whether there is a substantive difference between the atomic and nonatomic versions of the binary fork-join model in terms of performance and efficiency.
1.2 Our Results. The main result of this paper is a separation result that shows that the atomic version of the binary fork-join model is indeed more powerful than the nonatomic version in terms of its performance and efficiency for a well-known, natural computational problem. In particular, we show that any nonatomic binary fork-join implementation of an algorithm whose dependency graph contains a depth- $k F F T$ graph, also known as a butterfly network and defined precisely in Section 2.3 requires a span of $\Omega(k \log k)$.

This result immediately implies $\Omega(\log n \log \log n)$ lower bound for the span of the Cooley-Tukey algorithm for computing Fast Fourier Transforms (FFT) [20] and the merging step in the Batcher's odd-even mergesort and bitonic mergesort [5]. Our lower bound implies that the $O(\log n \log \log n)$ span for computing FFT in the nonatomic binary fork-join model, as observed by Cole and Ramachandran [16, is asymptotically optimal.

To demonstrate the separation between the atomic and nonatomic binary fork-join models, we also show that the computation of FFT in the atomic binary forkjoin model requires only $O(\log n)$ span.

## 2 Preliminaries

Throughout the paper all our logarithms are binary, i.e., $\log x=\log _{2} x$, and we use the convention $0 \log 0=$ $\lim _{x \rightarrow 0^{+}} x \log x=0$. We use the following standard graph-theoretic definitions: (a) in a directed acyclic graph (DAG), a source is a vertex with in-degree 0 and a sink is a vertex with out-degree 0 ; (b) $G[S]$ denotes a subgraph of $G=(V, E)$ induced by the subset of vertices $S \subseteq V$.
2.1 Computation and circuit graphs. To prove the lower bound for computing FFT in the nonatomic binary-fork-join model, we will view the FFT computation as a circuit graph.

A circuit graph is a directed acyclic graph $H=$ $(V, E)$, where the source vertices $V^{(0)} \subseteq V$ represent the input values for the computation and the remaining vertices $V \backslash V^{(0)}$ represent operations of the computation. An edge $(u, v) \in E$ indicates that the operation represented by $v$ takes the output of $u$ as input. The output of the whole computation is produced by the sink vertices.

To analyze the complexity of a parallel computation in a specific model $\mathcal{M}$, it is often convenient to view its implementation in that model via its computation $\boldsymbol{D A G}(\boldsymbol{c} \boldsymbol{D A G})$. A cDAG in some model $\mathcal{M}$ is a directed acyclic graph $G_{\mathcal{M}}=(V, E)$, where for each operation there is a dedicated vertex $v \in V$ that represents this operation, and there is an edge $(u, v) \in E$ iff the operation represented by $u$ is programmed to be executed directly before the operation represented by $v$. The precedence in the execution order can be, for example, because the two operations are programmed to be executed on a single (sequential) computing unit or due to a communication or synchronization requirement.

For simplicity, we will assume that every computation is defined via only elementary operations that take $O(1)$ time to execute, i.e., all complex operations are
broken down into a sequence of elementary operations ${ }^{3}$ Then the complexity of a computation described by $G_{\mathcal{M}}$ is defined by two metrics:

- work is the number of vertices in $G_{\mathcal{M}}$, and
- span is the length of the longest path in $G_{\mathcal{M}}$.

Clearly, every $\mathrm{cDAG} G_{\mathcal{M}}$ must satisfy the constraints of model $\mathcal{M}$ in which the computation is being implemented. For example, the cDAG of an implementation in any sequential model must be a linked list, while every connected subgraph of the cDAG of an implementation in a $p$-processor PRAM model must have a vertex separator of size at most $p$. In Section 2.2 we will describe the properties of cDAGs for computations in the nonatomic fork-join model.

Given a computation described by a circuit graph $H$, we can analyze its implementation in some computational model $\mathcal{M}$ by first defining a valid embedding of $H$ into a $\mathrm{cDAG} G_{\mathcal{M}}$ and then analyzing the work and span of $G_{\mathcal{M}}$.

Definition 2.1. For a circuit graph $H=(V, E)$ and $c D A G G_{\mathcal{M}}=\left(V^{\prime}, E^{\prime}\right)$, an embedding $\sigma: V \rightarrow V^{\prime}$ is called valid if:

1. Every input (source) vertex $u \in V^{(0)}$ of $H$ is mapped to the global source s of $G_{\mathcal{M}}$, i.e., $\sigma(u)=s$.
2. No two non-input vertices of $H$ are mapped to the same vertex of $G_{\mathcal{M}}$.
3. For every pair of vertices $u, v \in V$ : if there is a path from $u$ to $v$ in $H$, then there is a path from $\sigma(u)$ to $\sigma(v)$ in $G_{\mathcal{M}}$.

In what follows, we can always add the global source $s$ to $G_{\mathcal{M}}$ and map all source vertices $V^{(0)}$ to it. Therefore, we will not explicitly mention this mapping. Finally, we will omit the subscript $\mathcal{M}$, if the model of $G_{\mathcal{M}}$ is clear from the context.
2.2 Fork-join graphs. We will refer to the cDAGs that satisfy the constraints of the nonatomic binary fork-join model as binary fork-join (BFJ) graphs ${ }^{4}$

Definition 2.2. A binary fork-join (BFJ) graph is a $D A G G_{s, t}=(V, E)$ with dedicated source and sink vertices $s, t \in V$, iff

[^3]- $s=t=v$ and $G_{s, t}=G_{v, v}=(\{v\}, \emptyset)$, i.e., a single vertex $v=s=t$ is a BFJ graph;
- $G_{s, t}=\left(V_{1} \cup V_{2}, E_{1} \cup E_{2} \cup\left\{\left(t_{1}, s_{2}\right)\right\}\right)$ is a series composition of two BFJ graphs $G_{s, t_{1}}^{\prime}=\left(V_{1}, E_{1}\right)$ and $G_{s_{2}, t}^{\prime \prime}=\left(V_{2}, E_{2}\right)$;
- $G_{s, t}=\left(V_{1} \cup V_{2} \cup\{s, t\}, E_{1} \cup E_{2} \cup\right.$ $\left.\left\{\left(s, s_{1}\right),\left(s, s_{2}\right),\left(t_{1}, t\right),\left(t_{2}, t\right)\right\}\right)$ is a parallel composition of two BFJ graphs $G_{s_{1}, t_{2}}^{\prime}=\left(V_{1}, E_{1}\right)$ and $G_{s_{2}, t_{2}}^{\prime \prime}=\left(V_{2}, E_{2}\right)$.

The two additional vertices $s$ and $t$ in the parallel composition correspond to the fork and join operations, respectively, and are the only ones in the BFJ graph with out- and in-degree of more than 1.

To reduce the clutter we will use $G$ instead of $G_{s, t}$ when describing BFJ graphs, if the omission of the subscripts does not affect the clarity of exposition.

Each BFJ graph $G$ admits a natural recursive decomposition, which can be represented as a rooted binary tree $T_{G}$. The root node of $T_{G}$ represents the whole BFJ graph $G$. Every internal node $u$ of $T_{G}$ is either an $S$-node, or a $P$-node. An $S$-node $u$ represents a subgraph $G_{u}$ of $G$, which is a series composition of the subgraphs represented by the children of $u$. The left-to-right order of the children of $u$ defines the order, in which the series composition is applied. A $P$-node $u$ represents a subgraph $G_{u}$ of $G$, which is a parallel composition of the subgraphs represented by the children of $u$. Finally, at the base case, the leaves of $T_{G}$ represent individual vertices of $G$. Such decomposition tree allows for a recursive computation of the span of any BFJ graph $G$, which follows directly from the definition of BFJ graphs:

Lemma 2.1. The span of any BFJ subgraph $G_{u}$ represented by a node $u$ of the decomposition tree $T_{G}$ is:

- 1, if $u$ is a leaf;
- the sum of the spans of the subgraphs of the two children of $u$, if $u$ is an S-node; and
- 2 plus the maximum of the spans of the subgraphs of the two children of $u$, if $u$ is a $P$-node.

The BFJ graphs are a special case of the seriesparallel graphs [26] and the above decomposition tree is related to the sp-tree [15], which has been used to study the property of series-parallel graphs $5^{5}$ However, the generality of series-parallel graphs and sp-trees unnecessarily complicates the computation of the span for cDAGs and, consequently, our exposition in Section 4.

[^4]The following definition of convexity for a subset of vertices of a DAG is central to our lower bound proof.

Definition 2.3. (Convex vertex subset) In $a$ $D A G G=(V, E)$, a subset of vertices $S \subseteq V$ is convex if for every pair of vertices $u, v \in S$, every vertex $w$ on a directed path from $u$ to $v$ in $G$ is also in $S \square_{\square}^{6}$

Lemma 2.2. Let $\sigma$ be an arbitrary valid embedding of a $D A G H=\left(V^{\prime}, E^{\prime}\right)$ into a BFJ graph $G=(V, E), T_{G}$ be the decomposition tree of $G$, and for every node $x$ of $T_{G}$, let $G_{x}=\left(V_{x}, E_{x}\right)$ be the subgraph of $G$ represented by $x$ and $S_{x}:=\left\{v \in V^{\prime}: \sigma(v) \in V_{x}\right\}$, i.e., $S_{x}$ be the subset of vertices of $H$ embedded into $G_{x}$. Then $V_{x}$ is convex in $G$ and $S_{x}$ is convex in $H$.

Proof. Convexity of $V_{x}$ follows from a straightforward induction on the height of $x$ in $T_{G}$. To prove the convexity of $S_{x}$, for the sake of contradiction, let $w \in$ $V^{\prime} \backslash S_{x}$ be a vertex on some path $p_{u \rightsquigarrow v}$ from $u \in S_{x}$ to $v \in S_{x}$. Because $\sigma$ is a valid embedding, by Property 3 of Definition 2.1. there must be paths $p_{\sigma(u) \rightsquigarrow \sigma(w)}$ and $p_{\sigma(w) \rightsquigarrow \sigma(v)}$ in $G$. Since $V_{x}$ is convex, by the definition of convexity $\sigma(w) \in V_{x}$, i.e., $w$ is embedded into $G_{x}$. Consequently, by the definition of $S_{x}, w$ must be in $S_{x}$, which contradicts the assumption that $w \in V^{\prime} \backslash S_{x}$.
2.3 FFT Graphs. In Section 4 we show a lower bound on the span of the BFJ graph $G$ if the circuit graph $H$ that it embeds contains an $\boldsymbol{F F T}$ graph. FFT graphs are defined in various ways, therefore, before we proceed let us present a concrete definition of the FFT graph, so we can refer to various terms throughout our exposition (see Figure 1 for an illustration).

Definition 2.4. An FFT graph of order $k$, for $a$ non-negative integer $k$, is a directed acyclic graph $F^{k}=$ $(V, E)$ defined recursively as follows.

- $k=0: F^{0}$ is a single vertex, i.e., $V=\{u\}$ and $E=\{ \}$.
- $k \geq 0:$ Let $F_{A}^{k-1}=\left(V_{A}, E_{A}\right)$ and $F_{B}^{k-1}=$ $\left(V_{B}, E_{B}\right)$ be two FFT graphs of order $k-1$, each with $m$ sources and $m$ sinks $\left\{u_{0}, \ldots, u_{m-1}\right\} \subseteq$ $V_{A}$ and $\left\{u_{m}, \ldots, u_{2 m-1}\right\} \subseteq V_{B}$, respectively. Let $V_{C}=\left\{v_{0}, \ldots, v_{2 m-1}\right\}$ be a set of $2 m$ additional vertices. Then $V=V_{A} \cup V_{B} \cup V_{C}$ and $E=$ $\left(E_{A} \cup E_{B}\right) \bigcup_{0 \leq i \leq m-1}\left(u_{i}, v_{i}\right) \cup\left(u_{m+i}, v_{i}\right) \cup\left(u_{i}, v_{m+i}\right) \cup$ $\left(u_{m+i}, v_{m+i}\right)$.

[^5]

Figure 1: An example of $F^{4}$ as a composition of a pair of $F^{3}(A$ and $B)$, followed by $2^{4}$ additional vertices $(C)$ that become the sinks of $F^{4}$. The vertices on level 0 are of different shape to indicate that they perform no computation.

Observe that the subgraph induced by every quadruplet of vertices $u_{i}, u_{m+i}, v_{i}$, and $v_{m+i}$ in the above definition is an FFT graph of order 1. We call the pair of non-source vertices $v_{i}$ and $v_{m+i}$ in the above definition the companion vertices.

Clearly, FFT graph is a circuit graph. FFT graphs appear as subgraphs of circuit implementations of various algorithms. The companion vertices in these implementations typically compute complimentary operations. For example:

- In the radix-2 Cooley-Tukey algorithm for computing the Fast Fourier Transform [20] (this is how FFT graph gets its name) the companion vertices implement either an addition or a subtraction of the two input values, one of which is scaled by the complex root of unity (the so-called "twiddle" factor).
- In the merge step of Batcher's bitonic mergesort and odd-even mergesort networks [5] the companion vertices compute the minimum and the maximum of the two input values. Typically, descriptions of these networks combine every pair of companion vertices into a single compare-andexchange gate.

Observe that requiring that the companion vertices
are executed together as a single gate is (slightly) more restrictive. However, our lower bound in Section 4 assumes no such restrictions, as long as the execution satisfies the dependencies defined by the edges of the FFT graph. Therefore, it immediately implies the $\Omega(\log n \log \log n)$ lower bound for the implementations of the above algorithms in the nonatomic binary forkjoin model. At the same time, in Section 3 we will show a matching upper bound for implementing these more restrictive algorithms in the nonatomic binary fork-join model.
2.3.1 Visualizing FFT graphs. It is easy to show by induction that $F^{k}$ consists of $2 k \cdot 2^{k}$ edges and $(k+1)$. $2^{k}$ vertices, of which $2^{k}$ are sources and $2^{k}$ are sinks, and that every non-source vertex has two incoming edges and every non-sink vertex has two outgoing edges.

It is often convenient to visualize $F^{k}$ as in Figure 1. namely, being embedded on a $2^{k} \times(k+1)$ grid in the plane, placing the $2^{k}$ sinks in the $k$-th column, on rows $0, \ldots, 2^{k}-1$, and the two FFT graphs of order $k-1$ embedded recursively in columns $0, \ldots, k-1$ : one on rows $0, \ldots, 2^{k-1}-1$ and the other one on rows $2^{k-1}, \ldots, 2^{k}-1$. Let $i_{j}$ denote an integer, such that $\left|i-i_{j}\right|=2^{j}$, i.e., the binary representations of $i$ and $i_{j}$ differ precisely in the $j$-th least significant bit. Then we can define a canonical label $v_{i, j}$ for each vertex in the $i$-th row and $j$-th column of the grid, and for each $0 \leq i<2^{k}$ and $0 \leq j<k$, there is a pair of directed edges $\left(v_{i, j}, v_{i, j+1}\right)$ and $\left(v_{i_{j}, j}, v_{i, j+1}\right)$.

Such visualization makes it obvious how to implement any algorithm, whose circuit graph is an FFT graph $F^{k}$, in the EREW PRAM model using $m=2^{k}$ processors in $O(k)$ parallel time in-place: given an input stored in an array $A[0 . .(m-1)]$, in the $j$-th step, $0 \leq j<k$, the processor $p_{i}$ reads $A[i]$ and $A\left[i_{j}\right]$ as the operands to the operation defined by the vertex $v_{i, j+1}$ and writes the result back to $A[i]$. Therefore, we say $j$ is the level of $v_{i, j}$ and denote all vertices of $F^{k}$ on level $j$ by $V^{(j)}$.

## 3 Upper Bounds

We start with some simple upper bounds.
It has been noted before that the algorithm of Frigo et al. [27] computes FFT on $n$ values in the nonatomic binary fork-join model in span $O(\log n \log \log n)$. The following is a slightly simplified description of their algorithm and highlights the structure of the FFT graph that guided us in our discovery of the lower bound presented in Section 4

Given an FFT graph $F^{k}$, consider the first $\lfloor(k+1) / 2\rfloor$ levels of $F^{k}$. These levels define $2^{\lceil k / 2\rceil}$ independent instances of $F^{\lfloor k / 2\rfloor}$, each of which can
be solved recursively in parallel. Similarly, the last $k-\lfloor(k+1) / 2\rfloor=\lceil k / 2\rceil$ levels of $F^{k}$, plus the outputs of the preceding level, define $2^{\lfloor k / 2\rfloor}$ independent instances of $F^{\lceil k / 2\rceil}$, each of which can also be solved recursively in parallel. Using a complete binary tree of forks and joins it takes $O(k)$ span to spawn and terminate so many parallel recursive calls in the nonatomic binary fork-join model. Thus, if we let $n=2^{k}$, the span of such an implementation is defined by the recurrence $T(n)=2 T(\sqrt{n})+O(\log n)$, which solves to $O(\log n \log \log n)=O(k \log k)$.

As mentioned earlier, in some applications the companion vertices of the FFT graph need to be implemented together as a single operation (or at least immediately after each other). We call such variation of the FFT graph a comparator-FFT graph:

Definition 3.1. The comparator-FFT graph of order $k$ is an FFT graph $F^{k}$, where each pair of the non-source companion vertices are united into a single two-input and two-output comparator gate. The two operations of each comparator gate are always executed serially (resulting in span 2).

Observe that in the above recursive decomposition of $F^{k}$, every pair of companion vertices is assigned to the same instance of $F^{\lfloor k / 2\rfloor}$ or $F^{\lceil k / 2\rceil}$. Thus, if we stop the recursion when the base case consists of $F^{1}$, the above algorithm can be applied to the comparator-FFT graphs too, leading us to the following result.

Theorem 3.1. For $k \geq 1$, the comparator-FFT graph of order $k$ can be implemented with span $O(k \log k)$ in the nonatomic binary fork-join model.

In contrast, in the atomic binary fork-join model we can achieve a better span:

Theorem 3.2. For $k \geq 1$, the comparator-FFT graph of order $k$ can be implemented with span $O(k)$ in the atomic binary fork-join model.

Proof. For each comparator gate $g$, create two memory cells $x_{1, g}$ and $x_{2, g}$, as well as a control variable $c_{g}$ initialized to 0 . The cells $x_{1, g}$ and $x_{2, g}$ will be used to store the two input values for gate $g$ as they become available.

The computation starts by spawning $2^{k}$ threads, as a complete binary tree of fork operations in span $k$. Each thread starts by reading a distinct input value, represented by the sources of the comparator-FFT graph and proceeds by following the edges of the comparator-FFT graph to the next gate. When a thread reaches $g$, it writes the value it holds to either $x_{1, g}$ or $x_{2, g}$, depending on whether it holds the first $(z=1)$ or
the second ( $z=2$ ) input value for $g$. Then using an atomic operation (either CAS or TS) the thread checks if $c_{g}=0$ and sets it to 1 . If this assignment succeeds, it indicates that the thread was the first of the two to reach $g$ and the thread is done. If the assignment fails (because $c_{g} \neq 0$ ), it indicates that the thread is second to reach $g$. Therefore, it reads the other input value from the appropriate $x_{z, g}$, executes the operation of $g$ and forks two child threads, providing them with the output values of $g$ (one for each thread). The newly spawned threads will proceed along the two out-edges of $g$. At the last level, all threads are terminated by issuing join operations in a binary tree fashion. This requires span $O\left(\log \left(k 2^{k}\right)\right)=O(k)$, since we issued a binary fork for each gate in the comparator-FFT graph.

Since the comparator-FFT graphs are more restrictive than FFT graphs, the above results imply that we can also implement any $n$-inputs, $O(\log n)$-depth FFT graph in the atomic binary fork-join model with span $O(\log n)$ and in the nonatomic binary fork-join model with span $O(\log n \log \log n)$.

## 4 Lower Bound

The main contribution of this paper is a matching lower bound for the nonatomic binary fork-join model. However, before we proceed, we need to define some terms and prove several simple, but important technical lemmas.

### 4.1 Technical Lemmas.

Definition 4.1. (Cut) Given a DAG $G=(V, E)$ and a subset $S \subseteq V$, a cut-edge of $G[S]$ is a directed edge $(u, v) \in E$, such that $u \notin S$ and $v \in S$. The set $C_{G[S]}$ of cut-edges is called the cut and its cardinality $\left|C_{G[S]}\right|$ is called the cut size.

Observe that the cut size of the set of all computing (non-source) vertices of an FFT graph $F^{k}$ of order $k$ is $\left|C_{F^{k}\left[V \backslash V^{(0)}\right]}\right|=2 \cdot 2^{k}$.
Lemma 4.1. (Monotonicity of cut sizes) Let $F^{k}=(V, E)$ be an FFT graph of order $k$. For any pair of convex vertex subsets $S \subseteq Q \subseteq V \backslash V^{(0)}$ : $\left|C_{F^{k}[S]}\right| \leq\left|C_{F^{k}[Q]}\right|$.
Proof. For every edge $e=\left(v_{i, j}, v_{i^{\prime}, j+1}\right) \in F^{k}[Q]$ we define a predecessor edge

$$
e^{\pi}= \begin{cases}\left(v_{i, j-1}, v_{i, j}\right) & \text { if } i^{\prime}=i \\ \left(v_{i_{j-1}, j-1}, v_{i, j}\right) & \text { if } i^{\prime}=i_{j}\end{cases}
$$

For each cut-edge $e \in C_{F^{k}[S]}$, let $\mu(e) \in C_{F^{k}[Q]}$ be the first cut-edge of $F^{k}[Q]$ reached by following the


Figure 2: An illustration for the proof of Lemma 4.2. The vertices of $S_{A}, S_{B}$, and $S_{C}$ are red, green and blue, respectively. The colored solid edges are the cut edges of $\mathcal{C}_{A}$ and $\mathcal{C}_{B}$, and colored dashed edges are the cut edges $\mathcal{C}_{C}^{A}$ and $\mathcal{C}_{C}^{B}$.
predecessor edges starting from e. $\mu(e)$ exists because $S \subseteq Q$ and $Q$ contains no source vertices. The set of edges visited during such a traversal defines a directed path $p$ from $\mu(e)$ to $e$ in $F^{k}$. Since $S$ is convex, $e$ is the only cut-edge of $F^{k}[S]$ in $p$. Moreover, our definition of the predecessor ensures that no two edges in $F^{k}[Q]$ share a predecessor. Therefore, all such paths from $C_{F^{k}[Q]}$ to $C_{F^{k}[S]}$ are edge disjoint, i.e, $\mu(e)$ is unique to each $e \in S$. Hence, the mapping $\mu: C_{F^{k}[S]} \rightarrow C_{F^{k}[Q]}$ is injective and we can conclude that $\left|C_{F^{k}[S]}\right| \leq\left|C_{F^{k}[Q]}\right|$.

Lemma 4.2. (Density Lemma) Given an FFT graph $F^{k}=(V, E)$, for every convex vertex subset $S \subseteq V \backslash V^{(0)}$ of size $|S|=n$ and cut size $\left|C_{F^{k}[S]}\right|=m$, we have $n \leq f(m)=(m / 2) \log m$.

Proof. Let $F^{k_{\text {min }}}$ be the smallest FFT graph that is a supergraph of $F^{k}[S]$. By the recursive definition of the FFT graph, the supergraph $F^{k_{\text {min }}}$ decomposes into two FFT graphs, $F_{A}^{k_{\text {min }}-1}=\left(V_{A}, E_{A}\right)$ and $F_{B}^{k_{\text {min }}-1}=$ $\left(V_{B}, E_{B}\right), 2^{k_{\text {min }}}$ sink vertices $V_{C}$, and $2 \cdot 2^{k_{\text {min }}}$ edges $E_{C}$ connecting vertices of $V_{A}$ and $V_{B}$ to vertices of $V_{C}$ (see Figure 2 for an illustration). Let $S_{A}=S \cap V_{A}$, $S_{B}=S \cap V_{B}, S_{C}=S \cap V_{C}$, and for the simplicity of exposition define $n_{A}=\left|S_{A}\right|, n_{B}=\left|S_{B}\right|, n_{C}=\left|S_{C}\right|$, $\left.m_{A}=\mid C_{F^{k-1}\left[S_{A}\right]}\right]$, and $m_{B}=\left|C_{F^{k-1}\left[S_{B}\right]}\right|$. Observe that there are no edges between $V_{A}$ and $V_{B}$ in $F^{k}$, and the
three subsets $S_{A}, S_{B}$, and $S_{C}$ define a partition of $S$, i.e., $|S|=n=n_{A}+n_{B}+n_{C}$.

The proof is by induction on $k_{\min }$. Assume inductively that the lemma holds for every positive $k^{\prime}<k_{\min }$, i.e., $n_{A} \leq f\left(m_{A}\right)$ and $n_{B} \leq f\left(m_{B}\right)$.

Since every cut-edge of $C_{F^{k}[S]}$ ends at a vertex of either $S_{A}, S_{B}$ or $S_{C}$, it defines a natural partition of $C_{F^{k}[S]}$ into subsets $\mathcal{C}_{A}, \mathcal{C}_{B}$, and $\mathcal{C}_{C}$. Every cutedge of $\mathcal{C}_{C}$ starts at a vertex from either $V_{A}$ or $V_{B}$. Thus, we can further partition $\mathcal{C}_{C}$ into $\mathcal{C}_{C}^{A}$ and $\mathcal{C}_{C}^{B}$. Let $m_{A}^{\prime}=\left|\mathcal{C}_{A}\right|+\left|\mathcal{C}_{C}^{A}\right|$ and $m_{B}^{\prime}=\left|\mathcal{C}_{B}\right|+\left|\mathcal{C}_{C}^{B}\right|$. Then $m=\left|C_{F^{k}[S]}\right|=\left|\mathcal{C}_{A}\right|+\left|\mathcal{C}_{B}\right|+\left(\left|\mathcal{C}_{C}^{A}\right|+\left|\mathcal{C}_{C}^{B}\right|\right)=m_{A}^{\prime}+m_{B}^{\prime}$. W.l.o.g. assume $m_{A}^{\prime} \leq m_{B}^{\prime}$, i.e., $0 \leq m_{A}^{\prime} \leq m / 2$.

Claim 4.1. $n_{C}=\left|S_{C}\right| \leq \min \left\{\left|\mathcal{C}_{A}\right|+\right.$ $\left.\left|\mathcal{C}_{C}^{A}\right|,\left|\mathcal{C}_{B}\right|+\left|\mathcal{C}_{C}^{B}\right|\right\}=\min \left\{m_{A}^{\prime}, m_{B}^{\prime}\right\}=m_{A}^{\prime}$
Proof. Let $S_{A}^{\prime} \subseteq S_{A}$ and $V_{A}^{\prime} \subseteq V_{A} \backslash S_{A}$ be two subsets of vertices of $V_{A}$ that are neighbors of $S_{C}$. Since every vertex of $S_{C}$ has a unique neighbor from $V_{A}, n_{C}=\left|S_{C}\right|=\left|S_{A}^{\prime}\right|+\left|V_{A}^{\prime}\right|$. Clearly, the edges from $V_{A}^{\prime}$ to $S_{C}$ are cut-edges of $F^{k_{\min }}[S]$, i.e., $\left|V_{A}^{\prime}\right|=\left|\mathcal{C}_{C}^{A}\right|$. Thus, all that remains to show is that $\left|S_{A}^{\prime}\right| \leq\left|\mathcal{C}_{A}\right|$.

Since all vertices of $S_{A}^{\prime}$ are on the same (last) level of $F^{k_{\min }-1}$, clearly, $\left|S_{A}^{\prime}\right| \leq$ $\left|C_{F^{k} \min ^{-1}\left[S_{A}^{\prime}\right]}\right|$. Observe that both $S_{A}^{\prime}$ and $S_{A}$ are convex vertex subsets and since $S_{A}^{\prime} \subseteq$ $S_{A} \subseteq S \subseteq V \backslash V^{(0)}$, by Lemma 4.1 $\left.\left|C_{F^{k_{\min }-1}\left[S_{A}^{\prime}\right]}\right| \leq \mid C_{F^{k_{\min }-1}\left[S_{A}\right]}\right]$. Finally, observe that $C_{F^{k} \min ^{-1}\left[S_{A}\right]}=C_{F^{k}\left[S_{A}\right]}=\mathcal{C}_{A}$ because there are no edges between $V_{A}$ and $V_{B}$ in $F^{k_{\text {min }}}$.
Thus, using the inductive hypothesis, we can bound $n=n_{A}+n_{B}+n_{C} \leq f\left(m_{A}\right)+f\left(m_{B}\right)+m_{A}^{\prime}$. The absence of edges between $V_{A}$ and $V_{B}$ in $F^{k_{\text {min }}}$ implies that $m_{A} \leq m_{A}^{\prime}$ and $m_{B} \leq m_{B}^{\prime}$, and since the function $f(x)$ is convex, we get:
$n \leq f\left(m_{A}^{\prime}\right)+f\left(m_{B}^{\prime}\right)+m_{A}^{\prime}=f\left(m_{A}^{\prime}\right)+f\left(m-m_{A}^{\prime}\right)+m_{A}^{\prime}$
The right hand side is a convex function with respect to $m_{A}^{\prime}$ in the range $m_{A}^{\prime} \in[0, m / 2]$. Therefore, it is maximized at either boundary of this range. The case $m_{A}^{\prime}=0$ is the statement of the lemma, and the case $m_{A}^{\prime}=m / 2$ results in the inequality:

$$
\begin{aligned}
n \leq f(m / 2)+f(m / 2)+m / 2 & =\frac{m}{2} \log \frac{m}{2}+\frac{m}{2} \\
& =\frac{m}{2} \log m=f(m)
\end{aligned}
$$

Finally, in the base case $\left(k_{\text {min }}=0\right), F^{0}$ consists of a single vertex. Since $S \subseteq V \backslash V^{(0)}$, i.e., contains no vertices of level $0, S$ must be empty ( $n=0$ and $m=0$ ) and the base case follows from the convention $0 \log 0=0$.
4.2 FFT Lower Bound. We are ready to prove the lower bound on the span of the BFJ graph $G$ for any embedding of an FFT graph $F^{k}$ into $G$. We proceed by first defining the binary fork-join lower-bound property and showing that any function $\phi$ satisfying this property bounds the span of $G$ from below. Then we present a concrete $\phi$ and show that when applied to $F^{k}$, the value of this $\phi$ is bounded by $\Omega(k \log k)$.

Definition 4.2. A function $\phi: \mathbb{N}^{+} \times \mathbb{N}^{+} \rightarrow \mathbb{N}^{+}$, has the binary fork-join lower-bound property if it fulfills the following three conditions:

Base Case: $\phi(2,1) \leq 1$.
Parallel Decomposition: For every $2 \leq m \leq 2 n$ and any $1<x<m-1,1 \leq y \leq n-1$ such that $1<x \leq 2 y$, we have $\max \{\phi(x, y), \phi(m-x, n-$ $y)\} \geq \phi(m, n)-1$.

Serial Decomposition: For every $m$ and $n$, such that $2 \leq m \leq 2 n \leq m \log m$, and every $x$, $y$, and $\tilde{x}$, such that $1 \leq y \leq n-1,2 \leq x \leq \min \{2 y, m\}$, $\max \{2, m-x\} \leq \tilde{x} \leq \min \{2(m-y), m\}$, we have $\phi(x, y)+\phi(\tilde{x}, n-y) \geq \phi(m, n)$.

Lemma 4.3. Let $F^{k}=(V, E)$ be an FFT graph of order $k \geq 1$, let $G$ be a BFJ graph into which $F^{k}$ is embedded, and let $\phi$ be a function with the binary forkjoin lower bound property. Then, the span of $G$ is at least $\phi\left(2 \cdot 2^{k}, k \cdot 2^{k}\right)$.

Proof. Let $T_{G}$ be the decomposition tree of $G$ and for every node $u$ of $T_{G}$, let $G_{u}$ be the subgraph of $G$ that is represented by $u, V_{u} \subseteq V \backslash V^{(0)}$ be the set of vertices of $F^{k}$ being embedded into $G_{u}$, let $n_{u}=\left|V_{u}\right|$, and $m_{u}=\left|C_{F^{k}\left[V_{u}\right]}\right|$. We will show that for every node $u$ of $T_{G}$, such that $G_{u}$ embeds at least one vertex of $V \backslash V^{(0)}$, the span $\operatorname{span}\left(G_{u}\right) \geq \phi\left(m_{u}, n_{u}\right)$. This will imply that $\operatorname{span}(G)=\operatorname{span}\left(G_{\text {root }}\right) \geq \phi\left(m_{\text {root }}, n_{\text {root }}\right)=$ $\phi\left(2 \cdot 2^{k}, k \cdot 2^{k}\right)$, because the root represents the whole graph $G$, which embeds the set $V_{\text {root }}=V \backslash V^{(0)}$ of $F^{k}$, which is of size $n_{\text {root }}=k \cdot 2^{k}$, and has cut size $m_{\text {root }}=2 \cdot 2^{k}$.

First, let us derive the bounds on $n_{u}$ and $m_{u}$. Since every $G_{u}$ embeds at least one non-source vertex of $F^{k}$, there are at least 2 cut edges in $F^{k}\left[V_{u}\right]$, i.e., $m_{u} \geq 2$. On the other hand, every vertex of $F^{k}$ has 2 incoming edges, therefore, $m_{u} \leq 2 n_{u}$. Finally, by Lemma 2.2, $V_{u}$ is convex subset of $V$, so we can apply Lemma 4.2 to $V_{u}$ to obtain the final inequality:

$$
\begin{equation*}
2 \leq m_{u} \leq 2 n_{u} \leq m_{u} \log m_{u} \tag{4.1}
\end{equation*}
$$

The rest of the proof is by induction on the height of $u$. At the base case, $u$ is a leaf and $G_{u}$ embeds a single
vertex $\left(n_{u}=1\right)$ of $F^{k}$. Since $G_{u}$ is non-empty, its span is $\operatorname{span}\left(G_{u}\right) \geq 1$, and since the cut size of any single vertex in $V \backslash V^{(0)}$ is $m_{u}=2$ and $\phi$ has the binary forkjoin lower-bound property, $1 \geq \phi(2,1)=\phi\left(m_{u}, n_{u}\right)$.

Now consider an arbitrary internal node $u$ with two children $v$ and $w$. Assume inductively that $\operatorname{span}\left(G_{v}\right) \geq$ $\phi\left(m_{v}, n_{v}\right)$ and $\operatorname{span}\left(G_{w}\right) \geq \phi\left(m_{w}, n_{w}\right)$. First, observe that if either $\left|V_{v}\right|=0$ or $\left|V_{w}\right|=0$, then $\operatorname{span}\left(G_{u}\right) \geq$ $\phi\left(m_{u}, n_{u}\right)$. In particular, without loss of generality assume $\left|V_{v}\right|=0$, i.e., $G_{v}$ embeds no vertices of $V \backslash V^{(0)}$. Then $n_{u}=n_{w}$ and $m_{u}=m_{w}$. By Lemma 2.1, $\operatorname{span}\left(G_{u}\right) \geq \max \left\{\operatorname{span}\left(G_{v}\right), \operatorname{span}\left(G_{w}\right)\right\}$. Therefore, $\operatorname{span}\left(G_{u}\right) \geq \operatorname{span}\left(G_{w}\right) \geq \phi\left(m_{w}, n_{w}\right)=\phi\left(m_{u}, n_{u}\right)$, where the last inequality is the inductive hypothesis.

Thus, for the rest of the proof we can assume that both $V_{v}$ and $V_{w}$ are non-empty. Moreover, they form a partition of $V_{u}$, i.e., $n_{u}=n_{v}+n_{w}$ and $1 \leq n_{v} \leq n_{u}-1$ and, consequently, $C_{F^{k}\left[V_{u}\right]} \subseteq C_{F^{k}\left[V_{v}\right]} \cup C_{F^{k}\left[V_{w}\right]}$, i.e., $m_{u} \leq m_{v}+m_{w}$.

There are two cases to consider:

1. Node $u$ is a parallel composition. By Lemma 2.1 and the inductive hypothesis: $\operatorname{span}\left(G_{u}\right)=2+\max \left\{\operatorname{span}\left(G_{v}\right), \operatorname{span}\left(G_{w}\right)\right\} \geq$ $2+\max \left\{\phi\left(m_{v}, n_{v}\right), \phi\left(m_{w}, n_{w}\right)\right\}$. Since $G_{u}$ is a parallel composition of $G_{v}$ and $G_{w}$, all operations of $G_{v}$ and $G_{w}$ can be computed independent of each other, i.e., there are no edge between $G_{v}$ and $G_{w}$ and, consequently, each cut edge of $F^{k}\left[V_{v}\right]$ or $F^{k}\left[V_{w}\right]$ is also a cut edge of $F^{k}\left[V_{u}\right]$. Therefore, $m_{u}=m_{v}+m_{w}$ and, using inequalities 4.1, we get $2 \leq m_{v} \leq m_{u}-2$. Thus, we can use that $\phi$ has the binary fork-join lower-bound property to obtain a lower bound on the span of $G_{u}$ :

$$
\begin{aligned}
\operatorname{span}\left(G_{u}\right) & \geq 2+\max \left\{\begin{array}{l}
\phi\left(m_{v}, n_{v}\right) \\
\phi\left(m_{u}-m_{v}, n_{u}-n_{v}\right)
\end{array}\right\} \\
& \geq 1+\phi\left(m_{u}, n_{u}\right) \geq \phi\left(m_{u}, n_{u}\right)
\end{aligned}
$$

2. Node $u$ is a serial composition. By Lemma 2.1 and the inductive hypothesis: $\operatorname{span}\left(G_{u}\right)=$ $\operatorname{span}\left(G_{v}\right)+\operatorname{span}\left(G_{w}\right) \geq \phi\left(m_{v}, n_{v}\right)+\phi\left(m_{w}, n_{w}\right)$. By Lemma 2.2. $V_{v}$ and $V_{w}$ are convex in $F^{k}$, and since $V_{v} \subseteq V_{u}$ and $V_{w} \subseteq V_{u}$, by Lemma 4.1, $m_{v} \leq m_{u}$ and $m_{w} \leq m_{u}$. And we have already established that $m_{v}+m_{w} \geq m_{u}$. Thus, we can use that $\phi$ has the binary fork-join lower-bound property to lower bound the span of $u$ :

$$
S_{u} \geq \phi\left(m_{v}, n_{v}\right)+\phi\left(m_{w}, n_{u}-n_{v}\right) \geq \phi\left(m_{u}, n_{u}\right)
$$

Theorem 4.1. Every implementation of an algorithm whose circuit graph contains an FFT graph with $m$ input
vertices requires a span of at least $\Omega((1+\log \log m)$. $\log m)$ in the nonatomic binary fork-join model.
Proof. An FFT graph with $m$ input vertices is of order $k=\log m$. Consider the following function:

$$
\phi(m, n)=2+\log m+\tau(m, n)
$$

where $\tau(m, n)=\frac{2 n}{m} \log \frac{2 n}{m}$. In the rest of this paper we will show that $\phi(m, n)$ exhibits the binary fork-join lower-bound property. Then by Lemma 4.3, the span of $G$ is at least

$$
\begin{aligned}
\phi(2 m, m \log m) & =2+\log (2 m)+\frac{2 m \log m}{2 m} \log \frac{2 m \log m}{2 m} \\
& =3+(1+\log \log m) \cdot \log m \\
& \geq(1+\log \log m) \cdot \log m
\end{aligned}
$$

So all that remains is to prove that $\phi(m, n)$ exhibits the binary fork-join lower-bound property. Clearly, this function satisfies the Base Case condition. Since we will be using Calculus to lower bound $\phi$, we will prove that $\phi(x, y)$ fulfills the Parallel Decomposition and the Serial Decomposition conditions for any positive real arguments, i.e., for any $x, y \in \mathbb{R}^{+}$. Then clearly $\phi(m, n)$ will satisfy these properties for $m, n \in \mathbb{N}^{+}$as well.

A note on Calculus notation. For the sake of clarity, let us define the notation we use. Given a function $f$ on two variables, we denote the partial derivative with respect to each variable as functions $D_{1} f$ and $D_{2} f$. Then we can use the notation $D_{i} f(a, b)$ as the value of the partial derivative with respect to the $i$-th variable evaluated at the point $(a, b)$. Finally, if the arguments to function $f$ can be expressed as functions of a single variable $x$, e.g. $g_{1}(x)$ and $g_{2}(x)$, then the value of the derivative $\frac{d f}{d x}$ at the point $\left(g_{1}(x), g_{2}(x)\right)$ is defined via the chain rule as follows:

$$
\begin{aligned}
\frac{d}{d x} f\left(g_{1}(x), g_{2}(x)\right) & =D_{1} f\left(g_{1}(x), g_{2}(x)\right) \cdot \frac{d}{d x} g_{1}(x) \\
& +D_{2} f\left(g_{1}(x), g_{2}(x)\right) \cdot \frac{d}{d x} g_{2}(x)
\end{aligned}
$$

The partial derivatives of $\phi$ with respect to the two arguments are (the derivations can be found in the Appendix):

$$
\begin{align*}
D_{1} \phi(x, y) & =-\left(\frac{\tau(x, y)}{x}+\frac{2 y-x}{x^{2} \ln 2}\right)  \tag{4.2}\\
D_{2} \phi(x, y) & =\frac{\tau(x, y)}{y}+\frac{2}{x \ln 2} \tag{4.3}
\end{align*}
$$

Observe that if $D_{2} \phi(x, y) \neq 0$, we can define

$$
\begin{equation*}
g(x, y)=\frac{D_{1} \phi(x, y)}{D_{2} \phi(x, y)}=\frac{1}{2} \cdot\left(\frac{1}{\ln \frac{2 y}{x}+1}-\frac{2 y}{x}\right) \tag{4.4}
\end{equation*}
$$

Lemma 4.4. For any $1<x \leq 2 y$ the partial derivatives $D_{1} \phi(x, y) \leq 0$ and $D_{2} \phi(x, y)>0$, where the equality holds when $x=2 y$.

Proof. Follows from the condition $1<x \leq 2 y$.
The next two lemmas prove that $\phi(x, y)$ fulfills the last two conditions of the binary fork-join lower-bound property.

Lemma 4.5. (Parallel Decomposition Condition) For every $2 \leq m \leq 2 n$ and any $1<x<m-1$, $1 \leq y \leq n-1$ such that $1<x \leq 2 y$ :

$$
\max \{\phi(x, y), \phi(m-x, n-y)\} \geq \phi(m, n)-1
$$

Proof. Fix arbitrary $m, n$, that satisfy the condition $1<m \leq 2 n$. Throughout the proof we will use the shorthand notation $\tilde{x}=m-x$ and $\tilde{y}=n-y$.

First observe that for $x=\tilde{x}=m / 2$ and $y=\tilde{y}=$ $n / 2$

$$
\max \{\phi(x, y), \phi(\tilde{x}, \tilde{y})\}=\phi(m / 2, n / 2)=\phi(m, n)-1
$$

It remains to show that this choice of $x$ and $y$ is minimal.
Observe that since $\phi(x, y)$ is a monotonic function in both parameters and the domain is convex, it is sufficient to consider the situation when $\phi(x, y)=$ $\phi(\tilde{x}, \tilde{y})$ (otherwise, we could adjust one of the parameters slightly inwards-e.g. move $y$ towards $\tilde{y}$-and reduce the maximum). To this end for the rest of the proof we consider the manifold defined by the constraint $\phi(x, y)=\phi(\tilde{x}, \tilde{y})$. Since $m$ and $n$ are fixed, $\tilde{x}$ and $\tilde{y}$ are functions of $x$ and $y$, respectively, i.e., $\tilde{x}=\tilde{x}(x)$ and $\tilde{y}=\tilde{y}(y)$; and the manifold is defined by only two variables: $x$ and $y$. Moreover, since $\phi$ is monotone in $y, y$ can be expressed as a function of $x$, i.e., $y=y(x)$, and, consequently, $\tilde{y}=\tilde{y}(y(x))$. Finally, since $\phi$ is differentiable, so is $y(x)$. Let us denote its derivative evaluated at $x$ by $y^{\prime}(x)$.

Thus, we can compute the derivatives of $\phi(x, y(x))$ and $\phi(\tilde{x}(x), \tilde{y}(y(x)))$ using the chain rule:

$$
\begin{align*}
& \frac{d}{d x} \phi(x, y(x))=D_{1} \phi(x, y)+D_{2} \phi(x, y) \cdot y^{\prime}(x)  \tag{4.5}\\
& \frac{d}{d x} \phi(\tilde{x}(x), \tilde{y}(y(x)))  \tag{4.6}\\
&=-D_{1} \phi(\tilde{x}, \tilde{y})-D_{2} \phi(\tilde{x}, \tilde{y}) \cdot y^{\prime}(x)
\end{align*}
$$

Since we are considering the function on the manifold $\phi(x, y)=\phi(\tilde{x}, \tilde{y})$, we can conclude that the right-hand sides of the above equations are equal to each other, giving us:

$$
y^{\prime}(x)=-\frac{D_{1} \phi(x, y)+D_{1} \phi(\tilde{x}, \tilde{y})}{D_{2} \phi(x, y)+D_{2} \phi(\tilde{x}, \tilde{y})}
$$

And plugging it into Equation 4.5 we get:

$$
\begin{aligned}
& \frac{d}{d x} \phi(x, y(x)) \\
& \quad=D_{1} \phi(x, y)-D_{2} \phi(x, y) \cdot \frac{D_{1} \phi(x, y)+D_{1} \phi(\tilde{x}, \tilde{y})}{D_{2} \phi(x, y)+D_{2} \phi(\tilde{x}, \tilde{y})} \\
& \quad=\frac{D_{1} \phi(x, y) \cdot D_{2} \phi(\tilde{x}, \tilde{y})-D_{1} \phi(\tilde{x}, \tilde{y}) \cdot D_{2} \phi(x, y)}{D_{2} \phi(x, y)+D_{2} \phi(\tilde{x}, \tilde{y})}
\end{aligned}
$$

By Lemma 4.4 the denominator is always positive for any $1<x \leq 2 y$. Therefore, $\frac{d}{d x} \phi(x, y(x))=0$ iff

$$
D_{1} \phi(x, y) \cdot D_{2} \phi(\tilde{x}, \tilde{y})=D_{1} \phi(\tilde{x}, \tilde{y}) \cdot D_{2} \phi(x, y)
$$

One solution to this equation is $x=\tilde{x}=m / 2$ and $y=\tilde{y}=n / 2$. To show that there are no other solutions, we will show that for all $1<x<m / 2$ the derivative $\frac{d}{d x} \phi(x, y(x))$ on the manifold is negative, and for all $m / 2<x<m-1$ the derivative $\frac{d}{d x} \phi(x, y(x))$ on the manifold is positive.

$$
\begin{aligned}
\frac{d}{d x} & \phi(x, y(x)) \\
& =\frac{D_{2} \phi(x, y) \cdot D_{2} \phi(\tilde{x}, \tilde{y}) \cdot\left(\frac{D_{1} \phi(x, y)}{D_{2} \phi(x, y)}-\frac{D_{1} \phi(\tilde{x}, \tilde{y})}{D_{2} \phi(\tilde{x}, \tilde{y})}\right)}{D_{2} \phi(x, y)+D_{2} \phi(\tilde{x}, \tilde{y})} \\
& =\frac{D_{2} \phi(x, y) \cdot D_{2} \phi(\tilde{x}, \tilde{y})}{D_{2} \phi(x, y)+D_{2} \phi(\tilde{x}, \tilde{y})} \cdot\left(\frac{D_{1} \phi(x, y)}{D_{2} \phi(x, y)}-\frac{D_{1} \phi(\tilde{x}, \tilde{y})}{D_{2} \phi(\tilde{x}, \tilde{y})}\right) \\
& =\frac{D_{2} \phi(x, y) \cdot D_{2} \phi(\tilde{x}, \tilde{y})}{D_{2} \phi(x, y)+D_{2} \phi(\tilde{x}, \tilde{y})} \cdot(g(x, y)-g(\tilde{x}, \tilde{y}))
\end{aligned}
$$

Because $D_{2} \phi(x, y)>0$ and $D_{2} \phi(\tilde{x}, \tilde{y})>0$ for any $1<x \leq 2 y$, the sign of $\frac{d}{d x} \phi(x, y(x))$ depends only on the sign of the difference $g(x, y)-g(\tilde{x}, \tilde{y})$.

Let $h(t)=\frac{1}{2} \cdot\left(\frac{1}{1+\ln t}-t\right)$ and observe that

$$
\begin{aligned}
g(x, y) & =\frac{D_{1} \phi(x, y)}{D_{2} \phi(x, y)}=\frac{-\left(\frac{\tau\left(x_{1}, x_{2}\right)}{x}+\frac{2 y-x}{x^{2} \ln 2}\right)}{\frac{\tau\left(x_{1}, x_{2}\right)}{y}+\frac{2}{x \ln 2}} \\
& =-\frac{y}{x} \cdot \frac{\tau\left(x_{1}, x_{2}\right) \cdot x \ln 2+2 y-x}{\tau\left(x_{1}, x_{2}\right) \cdot x \ln 2+2 y} \\
& =-\frac{y}{x} \cdot \frac{\frac{2 y}{x} \log \frac{2 y}{x} \cdot x \ln 2+2 y-x}{\frac{2 y}{x} \log \frac{2 y}{x} \cdot x \ln 2+2 y} \\
& =-\frac{\frac{2 y}{x} \ln \frac{2 y}{x}+\frac{2 y}{x}-1}{2 \ln \frac{2 y}{x}+2} \\
& =-\frac{y}{x}+\frac{1}{2 \ln \frac{2 y}{x}+2} \\
& =\frac{1}{2} \cdot\left(\frac{1}{\ln \frac{2 y}{x}+1}-\frac{2 y}{x}\right) \\
& =h\left(\frac{2 y}{x}\right)
\end{aligned}
$$

Therefore, the sign of $\frac{d}{d x} \phi(x, y(x))$ is the same as the sign of $h\left(\frac{2 y}{x}\right)-h\left(\frac{2 \tilde{y}}{\tilde{x}}\right)=h\left(\frac{2 y}{x}\right)-h\left(\frac{2(n-y)}{m-x}\right)$. Since $h(t)$ is a monotonically decreasing function the lemma will follow once we prove the following claim.

Claim 4.2. For every $1<x<m-1$ on the manifold $\phi(x, y)=\phi(\tilde{x}, \tilde{y}), \frac{2 y}{x}>\frac{2 \tilde{y}}{\tilde{x}}$ if and only if $x<m / 2$.

Proof. Assume $1<x<m / 2$ or, equivalently, $1<x<\tilde{x}$ (the case $m / 2<x<m$ is symmetric). Since $f(t)=\log t$ is a monotonically increasing function, $\log x<\log \tilde{x}$. Moreover, since $\phi(x, y)=\phi(\tilde{x}, \tilde{y})$, we know that:

$$
\begin{aligned}
\frac{2 y}{x} \log \frac{2 y}{x} & =\phi(x, y)-\log x \\
& >\phi(\tilde{x}, \tilde{y})-\log \tilde{x}=\frac{2 \tilde{y}}{\tilde{x}} \log \frac{2 \tilde{y}}{\tilde{x}}
\end{aligned}
$$

And the claim follows because the function $f(t)=t \log t$ is monotonically increasing.

This completes the proof of Lemma 4.5
Lemma 4.6. (Serial Decomposition Condition) For every $m$ and $n$, such that $2 \leq m \leq 2 n \leq m \log m$, and every $x, y$, and $\tilde{x}$, such that $1 \leq y \leq n-1,2 \leq x \leq$ $\min \{2 y, m\}, \max \{2, m-x\} \leq \tilde{x} \leq \min \{2(n-y), m\}:$

$$
\phi(x, y)+\phi(\tilde{x}, n-y) \geq \phi(m, n)
$$

Proof. For $x=\tilde{x}=m$ and $y=n-y=n / 2$ we have

$$
\begin{aligned}
& \phi(x, y)+\phi(\tilde{x}, n-y)=4+2 \log m+\frac{2 n}{m} \log \frac{2 n}{2 m} \\
& \quad=\left(2+\log m+\frac{2 n}{m} \log \frac{2 n}{m}\right)+\left(2+\log m-\frac{2 n}{m}\right) \\
& \quad \geq \phi(m, n)
\end{aligned}
$$

where the inequality follows from the constraint $2 n \leq$ $m \log m$.

It remains to show that no other $x$ and $y$ yield a lower value. By Lemma 4.4 we know that $D_{1} \phi\left(x_{1}, x_{2}\right)<$ 0 for any $1<x_{1} \leq 2 x_{2}$, i.e., the function $\phi\left(x_{1}, x_{2}\right)$ is strictly decreasing with $x_{1}$ and is minimized when $x_{1}=$ $x_{\text {max }}$, the largest value that the first parameter can take. Let $x_{\max }=\min \{2 y, m\}$ and $\tilde{x}_{\max }=\min \{2(n-y), m\}$. Then

$$
\phi(x, y)+\phi(\tilde{x}, n-y) \geq \phi\left(x_{\max }, y\right)+\phi\left(\tilde{x}_{\max }, n-y\right)
$$

Without loss of generality, let us assume $2 y \leq$ $2(n-y)$, i.e., $y \leq n / 2$; the proof for the other case is symmetric. There are three cases to consider:
Case 1. $m \leq 2 y \leq 2(n-y)$ :
Then $x_{\max }=\tilde{x}_{\text {max }}=m$ and we get

$$
\begin{aligned}
\phi(x, y)+ & \phi(\tilde{x}, n-y) \\
\geq & \phi(m, y)+\phi(m, n-y) \\
= & \left(2+\log m+\frac{2 y}{m} \log \frac{2 y}{m}\right) \\
& +\left(2+\log m+\frac{2(n-y)}{m} \log \frac{2(n-y)}{m}\right) \\
= & 4+2 \log m+\frac{2}{m}(y \log y+(n-y) \log (n-y)+n)^{\mathrm{W}} \\
& \quad-\frac{2 n}{m} \log m \\
\geq & 4+2 \log m+\frac{2}{m}(n \log (n / 2)+n)-\frac{2 n}{m} \log m \\
= & 4+2 \log m+\frac{2 n}{m} \log \frac{n}{m} \\
= & \left(2+\log m+\frac{2 n}{m} \log \frac{2 n}{m}\right)+\left(2+\log m-\frac{2 n}{m}\right) \\
\geq & \phi(m, n)
\end{aligned}
$$

where, the second inequality follows from the fact that function $f(t)=t \log t+(n-t) \log (n-t)$ is minimized at $t=n / 2$ and the last inequality follows from the condition $2 n \leq m \log m$.
Case 2. $2 y \leq m \leq 2(n-y)$ :
Then $x_{\text {max }}=2 y$ and $\tilde{x}_{\text {max }}=m$ and we get

$$
\begin{aligned}
\phi(x, y)+\phi(\tilde{x}, n & -y) \\
& \geq \phi(2 y, y)+\phi(m, n-y) \\
& =2+\log (2 y)+\phi(m, n-y)
\end{aligned}
$$

Observe that the derivative of $\phi\left(x_{1}, x_{2}\right)$ with respect to the second argument, $D_{2} \phi\left(x_{1}, x_{2}\right)=\frac{\tau\left(x_{1}, x_{2}\right)}{x_{2}}+\frac{2}{x_{1} \ln 2}=$ $\frac{2 \log \left(2 e x_{2} / x_{1}\right)}{x_{1}}$, is a monotonically increasing function with respect to the second argument. Therefore, it achieves its maximum value, let's call it $D_{2}^{\max }$, at the largest $x_{2}$ of the parameter range, i.e., $x_{2}=n$ and $D_{2}^{\max }=D_{2} \phi(m, n)=\frac{2 \log (2 e n / m)}{m}$. Then for any nonnegative $\Delta \leq n-1$ :

$$
\phi(m, n-\Delta)+\Delta \cdot D_{2}^{\max } \geq \phi(m, n)
$$

Thus, to prove that $\phi(x, y)+\phi(\tilde{x}, n-y) \geq \phi(m, n)$, it is sufficient to prove that

$$
1+\log (2 y) \geq y \cdot D_{2}^{\max }=y \cdot \frac{2 \log (2 e n / m)}{m}
$$

or, equivalently, that $\frac{1+\log (2 y)}{y} \geq \frac{2 \log (2 e n / m)}{m}$.
First, observe that $\frac{1+\log (2 y)}{y}$ is minimized at the maximum value of $y$, i.e., at $y=m / 2$. Thus,

$$
\frac{1+\log (2 y)}{y} \geq \frac{1+\log m}{m / 2}=\frac{2 \log (2 m)}{m}
$$

Since $2 n \leq m \log m$ and $\log m \leq 2 m / e$ for any $m \geq 2$, we get:

$$
\frac{2 \log (2 m)}{m} \geq \frac{2 \log (4 n / \log m)}{m} \geq \frac{2 \log (2 e n / m)}{m}
$$

Case 3. $2 y \leq 2(n-y)<m$ :
In this case, $x_{\max }=2 y$ and $\tilde{x}_{\max }=2(n-y)$. And $n$ ) we get

$$
\begin{aligned}
\phi(x, y)+ & \phi(\tilde{x}, n-y) \\
& \geq \phi(2 y, y)+\phi(2(n-y), n-y) \\
& =(2+\log (2 y))+(2+\log (2(n-y))) \\
& \geq 4+\log 2 n
\end{aligned}
$$

where the last inequality follows from the fact that $\log a+\log b=\log (a b) \geq \log (a+b)$ for any $2 \leq a \leq b$.

Finally, since $2 y \leq 2(n-y)<m$, we conclude that $2 m>2 y+2(n-y)=2 n$, i.e., $m>n$ and $\phi(n, m)<2+\log m+\frac{2 n}{n} \log \frac{2 n}{n}<4+\log m$. Thus,

$$
\phi(x, y)+\phi(\tilde{x}, n-y) \geq 5+\log m>\phi(m, n)
$$

## 5 Conclusion

The main result of this paper is a lower bound of $\Omega(\log n \log \log n)$ for the span for implementing a depth$O(\log n)$ FFT graph in the nonatomic binary forkjoin model, which provides a separation result with
respect to the atomic binary fork-join model, for which simulating a depth- $O(\log n)$ FFT graph is easily done with $O(\log n)$ span. Our work should not be viewed as saying that the atomic version of the fork-join model is superior to the nonatomic version, or vice versa, however. Instead, our results show there is a clear trade-off: namely, that algorithms in the atomic forkjoin model can achieve smaller spans, but this comes at a cost of requiring some kind of atomic memory primitive, such as test-and-set or compare-and-set.
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## A Derivation of Equations (4.2)-(4.3)

Deriving partial derivatives in Equations 4.2 - 4.3 is a simple application of Calculus. However, we present the details of the derivation here for completeness and to help the reviewers verify the details if they so wish.

$$
\begin{aligned}
D_{1} \tau(x, y) & =\frac{\partial}{\partial x}\left(\frac{2 y}{x} \log \frac{2 y}{x}\right) \\
& =\frac{d}{d x} \frac{2 y}{x} \cdot \log \frac{2 y}{x}+\frac{2 y}{x} \cdot \frac{d}{d x} \log \frac{2 y}{x} \\
& =-\frac{2 y}{x^{2}} \log \frac{2 y}{x}+\frac{2 y}{x} \cdot \frac{1}{\frac{2 y}{x} \ln 2} \cdot \frac{d}{d x} \frac{2 y}{x} \\
& =-\left(\frac{\tau(x, y)}{x}+\frac{2 y}{x^{2} \ln 2}\right) \\
D_{2} \tau(x, y) & =\frac{\partial}{\partial y}\left(\frac{2 y}{x} \log \frac{2 y}{x}\right) \\
& =\frac{d}{d y} \frac{2 y}{x} \cdot \log \frac{2 y}{x}+\frac{2 y}{x} \cdot \frac{d}{d y} \log \frac{2 y}{x} \\
& =\frac{2}{x} \log \frac{2 y}{x}+\frac{2 y}{x} \cdot \frac{1}{\frac{2 y}{x} \ln 2} \cdot \frac{d}{d y} \frac{2 y}{x} \\
& =\frac{\tau(x, y)}{y}+\frac{2}{x \ln 2}
\end{aligned}
$$

$$
\begin{aligned}
D_{1} \phi(x, y)=\frac{\partial \phi(x, y)}{\partial x} & =\frac{d}{d x} \log x+D_{1} \tau \\
& =\frac{1}{x \ln 2}-\left(\frac{\tau(x, y)}{x}+\frac{2 y}{x^{2} \ln 2}\right) \\
& =-\left(\frac{\tau(x, y)}{x}+\frac{2 y-x}{x^{2} \ln 2}\right) \\
D_{2} \phi(x, y)=\frac{\partial \phi(x, y)}{\partial y} & =\frac{d}{d y} \log x+D_{2} \tau \\
& =\frac{\tau(x, y)}{y}+\frac{2}{x \ln 2}
\end{aligned}
$$
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[^1]:    ${ }^{1}$ The recent work by Blelloch et al. 9] demonstrates that some algorithms don't need the join operations and their forking model doesn't even implement this instruction.

[^2]:    ${ }^{2}$ The three variants of the PRAM model - Exclusive Read Exclusive Write (EREW), Concurrent Read Exclusive Write (CREW) and Concurrent Read Concurrent Write (CRCW) differentiate if and what type of concurrent accesses are allowed in the algorithms designed in the respective model.

[^3]:    ${ }^{3}$ Alternatively, the definition can be extended to weighted graphs, but it unnecessarily complicates the exposition.
    ${ }^{4}$ This definition can be easily generalized to the arbitraryfanout fork-join model, but to keep the discussion focused, we only present the binary version here.

[^4]:    ${ }^{5}$ sp-trees are a special case of SPQR trees [24], which have been used to study the properties of biconnected graphs.

[^5]:    ${ }^{6}$ Our definition of convexity differs from the definition in the metric graph theory (defined on undirected graphs), where convex subgraph contains the vertices of only the shortest paths between every pair of vertices 4.

