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#### Abstract

Motivated from parallel network mapping, we provide efficient query complexity and round complexity bounds for graph reconstruction using distance queries, including a bound that improves a previous sequential complexity bound. Our methods use a highprobability parametric parallelization of a graph clustering technique of Thorup and Zwick, which may be of independent interest.
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## 1 INTRODUCTION

Suppose we are given access to a connected, undirected graph, $G=(V, E)$, where the set of $n$ vertices, $V$, is known but the set of edges, $E$, is initially unknown. Motivated by network mapping, the goal of the graph reconstruction problem is to learn $E$ by issuing queries to an oracle that knows $E$ in a small number of rounds. In this paper, we focus on distance queries:

- distance $(u, v)$ : return the number of edges on a shortest path from $u$ to $v$ in $G$.
Because of the inherently distributed nature of the network mapping motivation, we are interested in algorithms that work in parallel. Thus, we measure the efficiency of a parallel network mapping algorithm, A, using the following measures, which we define in terms of $n$, the number of vertices in $G,|V|$.

[^0]- $Q(n)$ : the query complexity of A. This is the total number of queries issued to the oracle.
- $R(n)$ : the round complexity of A . This is the number of rounds of querying performed by $\mathbf{A}$, where the queries issued in a round are given in a batch such that any query issued in a round may not depend on the response to any other query in that round (but each query may depend on results of queries from previous rounds).

Prior Related Work. There is considerable prior work on graph reconstruction, e.g., see [1-6, 6-12, 14-17, 19, 20, 22-24], but most of this work has focused on how to sequentially reconstruct the graph, $G$. The most relevant prior work is by Kannan, Mathieu, and Zhou [19], who give algorithms for reconstructing $\Delta$-degree connected graphs using $O\left(\Delta^{3} n^{3 / 2} \log ^{2} n \log \log n\right)$ distance queries in expectation, and they prove that any algorithm takes at least $\Omega(\Delta n \log n / \log (\log n / \log \Delta))$ queries for the reconstruction.

Our Results. We first provide a parallel implementation of a graph clustering technique of Thorup and Zwick [25] that allows us to tune the number of rounds for graph clustering to be any value between $O(1)$ and $O(\log n)$, while their original implementation implies an expected round complexity of $O(\log n)$. Moreover, we show that our complexity bounds hold with high probability ${ }^{1}$. Then, we provide parallel graph reconstruction algorithms with query complexities and round complexities that improve bounds that can be derived from previous bounds for graph reconstruction problems. One of our parallel constructions improves the current best sequential complexity for reconstructing a degree- $\Delta$ graph from distance queries by [19]. Also, we give a constant-round reconstruction algorithm with query complexity better than the trivial brute-force algorithm.

## 2 PARALLEL GRAPH CLUSTERING

We begin by describing our parallel graph clustering algorithm, which may be of independent interest, as it provides a parameterized parallel extension of a well-known graph clustering result of Thorup and Zwick [25]. Also, whereas Thorup and Zwick establish their bounds in expectation, we establish ours with high probability.

We begin with some review from Thorup and Zwick [25]. Let $G=(V, E)$ be a connected, undirected $n$-vertex graph, and let $\delta(u, v)$ denote the distance between vertices $u$ and $v$ in $G$. In this

[^1]```
Algorithm 1: parallel-centers \((V, s, \beta)\) :
    \(A \leftarrow \emptyset, W \leftarrow V\)
    while \(|W|>0\) do
        \(A^{\prime} \leftarrow \operatorname{Sample}(W, s)\)
        \(A \leftarrow A \cup A^{\prime}\)
        for \(w \in W\) do in parallel
                \(C_{A}(w) \leftarrow\{v \in V: \delta(w, v)<\delta(A, v)\}\)
        \(W \leftarrow\left\{w \in W:\left|C_{A}(w)\right|>\beta n / s\right\}\)
    return \(A\)
```

section, we allow $G$ to be weighted, where $\delta(u, v)$ is the sum of weights on a shortest path from $u$ to $v$, but in our algorithms for parallel network mapping, we assume $G$ is unweighted, in which case $\delta(u, v)$ is the number of edges on a shortest path from $u$ to $v$. For a subset $A \subseteq V$, let $\delta(A, v)=\min _{a \in A} \delta(a, v)$, and, for vertices $w, v \in V$, let $C_{A}(w)$ be the cluster of $w$ and $B_{A}(v)$ be the bunch of $v$ with respect to $A$, defined as follows:

$$
\begin{aligned}
& C_{A}(w)=\{v \in V \mid \delta(w, v)<\delta(A, v)\} \\
& B_{A}(v)=\{w \in V \mid \delta(w, v)<\delta(A, v)\}
\end{aligned}
$$

Note that if $w \in A$, then $C_{A}(w)=\emptyset$. Also, observe that bunches and clusters are "inverses" of each other, in that $v \in C_{A}(w)$ if and only if $w \in B_{A}(v)$. In addition, notice that clusters and bunches can only shrink as we add vertices to $A$; that is, if $A^{\prime} \subseteq A$, then $C_{A}(w) \subseteq C_{A^{\prime}}(w)$ and $B_{A}(v) \subseteq B_{A^{\prime}}(v)$, for all $v$ and $w$ in $V$.

Now, let $\beta \in[4, n)$, be a "parallelism" parameter and let $s \in$ $[4 \ln n, n)$ be a "size" parameter. Define a subset, $A \subseteq V$, to be a set of ( $\beta, s$ )-balanced centers if $\left|C_{A}(w)\right| \leq \beta n / s$, for all $w \in V$. Thorup and Zwick [25] give a sequential algorithm for finding a a set of $(4, s)$-balanced centers of expected size $O(s \log n)$. In Algorithm 1, we give a parallel algorithm for finding a set of $(\beta, s)$-balanced centers of size $O\left(s \log _{\beta} n\right)$ in $O\left(\log _{\beta} n\right)$ rounds w.h.p. Thus, the parameter $\beta$ allows one to trade off parallel time and cluster size.

Our algorithm (Algorithm 1) takes a graph $G=(V, E)$ as input and initializes $A$, the eventual output of the algorithm, to be empty, and $W$, the set of nodes $v \in V$ where $\left|C_{A}(v)\right|>\beta n / s$, to be $V$. Then, we iteratively add $\operatorname{Sample}(W, s)$ to $A$, and replace $W$ with vertices $w \in W$ such that $\left|C_{A}(w)\right|>\beta n / s$, in parallel. The function, Sample( $W, s$ ), returns $W$ if $|W| \leq s$ and, otherwise, returns a set of elements from $W$ such that each element in $W$ is selected independently at random with probability $s /|W|$. We continue in this way until $W=\emptyset$.

Since the size of a cluster, $\left|C_{A}(w)\right|$, does not increase as we add more vertices to $A$, the set $A$ returned by our algorithm is a set of ( $\beta, s$ )-balanced centers. Also, the Sample function returns a sample of size at most $2 s$ with probability at least $1-e^{-s / 3}$, which holds with high probability across all iterations when $s \geq 4 \ln n$, by a standard Chernoff bound, e.g., see [21, p. 69]. Incidentally, Thorup and Zwick use the same Sample function, but don't bound its maximum size as we do. This high-probability upper bound for the sample size is not sufficient to achieve a high-probability bound, however, for the entire parallel graph clustering algorithm.

To that end, we define a parameter, $\alpha$, as follows:

$$
\alpha= \begin{cases}2 & \text { if } \beta \leq((4 / 3) e)^{4} \\ (4 / 3) e \beta^{1 / 2} & \text { otherwise }\end{cases}
$$

where $e \approx 2.71828$ is Euler's number. This definition of $\alpha$ is made so that we achieve high probability bounds for a range of $\beta$ values.

Let $W_{i}$ denote the set $W$ at the beginning of iteration $i$, let $A_{i}^{\prime}$ denote the set $A^{\prime}$ that was added in iteration $i$, and let $A_{i}$ denote the set $A$ in this iteration, including the set, $A_{i}^{\prime}$, i.e., $A_{i}=A_{i-1} \cup A_{i}^{\prime}$, for $i=1,2, \ldots$, where $A_{0}=\emptyset$. Say that iteration $i$ is "bad" if the following inequality holds:

$$
\sum_{w \in W_{i}}\left|C_{A_{i}^{\prime}}(w)\right|>\frac{\alpha n\left|W_{i}\right|}{s}
$$

and that otherwise it is "good". Note that, since $W_{i}$ is a given for iteration $i$, whether iteration $i$ is good or bad depends only on $A_{i}^{\prime}$.

Lemma 2.1 (Thorup-Zwick [25], Lemma 3.2). Let $W \subseteq V$, let $1 \leq s \leq n$, and let $A^{\prime} \leftarrow \operatorname{Sample}(W, s)$. Then, for every $v \in V$, $E\left[\left|B_{A^{\prime}}(v) \cap W\right|\right] \leq|W| / s$.

This implies the following:

$$
E\left[\sum_{w \in W_{i}}\left|C_{A_{i}^{\prime}}(w)\right|\right]=E\left[\sum_{v \in V}\left|B_{A_{i}^{\prime}}(v) \cap W_{i}\right|\right] \leq \frac{n\left|W_{i}\right|}{s} .
$$

Therefore, by Markov's inequality, an iteration is bad with probability at most $1 / \alpha$.

Let $W_{i+1}$ denote the set of vertices, $W$, whose clusters have size at least $\beta n / s$ at the end of a good iteration $i$. As $W_{i+1} \subseteq W_{i}$, and $C_{A_{i}}(w) \subseteq C_{A_{i}^{\prime}}(w)$, for all $w \in V$, in a good iteration we have:

$$
\frac{\beta n\left|W_{i+1}\right|}{s} \leq \sum_{w \in W_{i}}\left|C_{A_{i}}(w)\right| \leq \sum_{w \in W_{i}}\left|C_{A_{i}^{\prime}}(w)\right| \leq \frac{\alpha n\left|W_{i}\right|}{s}
$$

hence, $\left|W_{i+1}\right| \leq(\alpha / \beta)\left|W_{i}\right|$ in a good iteration. Thus, the number of good iterations of our algorithm is $O\left(\log _{(\beta / \alpha)} n\right)$, which is $O\left(\log _{\beta} n\right)$ for either choice of $\alpha$. Moreover, because an iteration is good independent of whether any other iteration is good or bad, we may use Chernoff bounds to show that the number of bad iterations is also $O\left(\log _{\beta} n\right)$ w.h.p., for either value of $\alpha$. This gives us the following:

Theorem 2.2. Given an undirected, connected graph, $G=(V, E)$, we can find a set, $A$, of $(\beta, s)$-balanced centers of size $O\left(\log _{\beta} n\right)$ in $O\left(\log _{\beta} n\right)$ parallel rounds w.h.p.

For example, if $\beta=4$, then we construct $A$ to have size $O(s \log n)$ in $O(\log n)$ rounds, and if $\beta=n^{\epsilon}$, for some constant $0<\epsilon<1 / 2$, then we construct $A$ to have size $O(s)$ in $O(1)$ rounds.

## 3 PARALLEL NETWORK MAPPING ALGORITHM FOR DEGREE- $\triangle$ GRAPHS

In this section, we provide an efficient parallel network mapping algorithm for an $n$-vertex connected, undirected, unweighted graph with maximum degree, $\Delta$. Our parallel algorithm just uses distance queries, and we perform all the queries needed in our algorithm in a subroutine, Distances $(v, V)$, which determines the distance,

```
Algorithm 2: Our parallel querying algorithm, estimated-
parallel-centers \((V, s, \beta)\), for finding a set of \((\beta, s)\)-balanced
centers \(A\).
\(A \leftarrow \emptyset, W \leftarrow V\)
\(T \leftarrow c_{1}(s / \beta) \log n / / T=\) expected size of our estimation set;
    \(c_{1}\) is a constant set in the analysis
    while \(|W|>0\) do
        \(A^{\prime} \leftarrow \operatorname{Sample}(W, s)\)
        \(A \leftarrow A \cup A^{\prime}\)
        \(R \leftarrow\) a random subset s.t. each \(v \in V\) is chosen
        independently with probability \(T / n\)
        for each \(r \in R\) do in parallel
            Distances \((r, V)\)
        for \(w \in W\) do in parallel
                \(S(w) \leftarrow\{v \in R: \delta(w, v)<\delta(A, v)\} / /\)
                \(S(w)=C_{A}(w) \cap R\)
        \(W \leftarrow\{w \in W:|S(w)|>2 \beta T / s\} / /\) that is,
        \(|S(w)|(n / T)>2 \beta n / s\)
    return \(A\)
```

$\delta(v, w)$, for a given $v \in V$ and every other $w \in V$, by issuing a distance $(v, w)$ query, for each $w \in V$ in parallel.

The key idea of our parallel network mapping algorithm is to first find a set, $A$, of ( $\beta, s$ )-balanced centers, using our parallel algorithm from the previous section, and then use this set of centers to compute a graph-theoretic Voronoi diagram $[13,18]$ for $G$, from which we may efficiently then perform a brute-force querying step for each Voronoi region. This initial center-finding step runs in $O\left(\log _{\beta} n\right)$ rounds and builds a set, $A$, of size $O\left(s \log _{\beta} n\right)$. One of the challenges in implementing this algorithm efficiently in parallel using distance queries is that we need to determine cluster sizes for all vertices in $V$ in each iteration, which would take too many queries to compute exactly. So, rather than compute such sizes exactly, we instead build a global random set, $R$, which we use to approximate the size of each cluster. We can accurately estimate the size of the clusters for all the vertices in $V$ with respect to a candidate set, $A$, of centers by appropriately choosing $T$, the size of set $R$. We give the details in Algorithm 2.

Lemma 3.1. Our estimated-parallel-centers algorithm constructs a set, $A$, of $(3 \beta, s)$-balanced centers of size $O\left(s \log _{\beta} n\right)$ in $O\left(\log _{\beta} n\right)$ parallel rounds, using $O\left(n(s / \beta) \log n \cdot \log _{\beta} n\right)$ distance queries w.h.p.

This gives us the following corollaries.
Corollary 3.2. If $\beta=n^{\epsilon}$, for some constant $0<\epsilon<1 / 2$, then estimated-parallel-centers $(V, s, \beta)$ performs $O\left(n^{1-\epsilon} s \log n\right)$ distance queries in $O(1)$ rounds and outputs a set of $\left(O\left(n^{\epsilon}\right), s\right)$-balanced centers, $A$, of size $O(s)$ w.h.p.

Corollary 3.3. If $\beta=4$, then estimated-parallel-centers( $V, s, \beta$ ) performs $O\left(n s \log ^{2} n\right)$ distance queries in $O(\log n)$ rounds and outputs a set of $(O(1), s)$-balanced centers, $A$, of size $O(s \log n)$ w.h.p.

Now that we have defined and analyzed the function estimated-parallel-centers $(V, s, \beta)$, let us next turn to our parallel algorithm for reconstructing a connected, unweighted graph, $G$, with maximum degree $\Delta$. This algorithm (Algorithm 3, reconstruct $(V)$ ) takes as

```
Algorithm 3: Parallel network mapping
    Function reconstuct \((V)\) :
        \(A \leftarrow\) estimated-parallel-centers \((V, s, \beta) / /\) for each
        \(a \in A\), we also get \(N_{2}(a)\) and \(\delta(a, v)\), for each \(v \in V\)
        for each \(a \in A\) do in parallel
            Distances \((a, V)\)
        for each \(a \in A\) do in parallel
            \(E_{a} \leftarrow \operatorname{Exhaustive-Query}\left(N_{2}(a)\right)\)
            for \(b \in N_{2}(a)\) do in parallel
                Distances \((b, V)\)
                    \(C_{A}(b) \leftarrow\{v \in V: \delta(b, v)<\delta(A, v)\}\)
                    \(E_{a, b} \leftarrow\) Exhaustive-Query \(\left(C_{A}(b)\right)\)
        return \(\cup_{a \in A}\left(E_{a} \cup \cup_{b \in N_{2}(a)} E_{a, b}\right)\)
```

input the vertex set $V$, and outputs, $E$, the set of edges of the graph $G=(V, E)$. Let $A \subseteq V$ be a set of centers, which in our network mapping algorithm will come from a call to our estimated-parallelcenters $(V, s, \beta)$ algorithm. For any center, $a \in A$, let $N_{2}(a)$ be the set of 2-neighboring vertices of $a$ in $V$, that is, $N_{2}(a)=\{v \in V$ : $\delta(a, v) \leq 2\}$. Note that, since $G$ has maximum degree, $\Delta,\left|N_{2}(a)\right| \leq$ $\Delta^{2}+1$. The following lemma shows that it is sufficient to consider the 2-neighbors and clusters defined by 2-neighbors, for each center $a \in A$, in order to cover all the edges in $E$.

Lemma 3.4. Let $(u, v)$ be an edge in $E$. Then there exists a center, $a \in A$, such that $u$ and $v$ are both in $N_{2}(a)$ or both in $C_{A}(b)$ for some $b \in N_{2}(a)$.

Lemma 3.4 establishes the correctness for our parallel network mapping algorithm, which we give in detail in Algorithm 3.

Through a call to estimated-parallel-centers $(V, s, \beta)$, we find a set of $(O(\beta), s)$-balanced centers, $A$. Next, we issue distance queries from each vertex $a \in A$ to be able to identify nodes in $N_{2}(a)$. Then, our mapping algorithm, reconstruct, constructs graph-theoretic Voronoi diagram for the centers in $A$, and then "branches out" from each center $a \in A$ by considering the nodes in $N_{2}(a)$ and the clusters defined by nodes in $N_{2}(a)$. Finally, after having done this Voronoi decomposition, our algorithm performs an exhaustive search in each cluster in parallel, in $O(1)$ rounds.

The following lemma characterizes the query complexity and round complexity.

Lemma 3.5. Suppose estimated-parallel-centers $(V, s, \beta)$ has query complexity, $Q(n)$, and round complexity, $R(n)$. Then Algorithm 3 reconstructs $G$ using $O\left(Q(n)+\Delta^{2}\left(n+(\beta n / s)^{2}\right) s \log _{\beta} n\right)$ queries in $O(R(n))$ rounds, assuming $\Delta$ is $O(\sqrt{n})$.

Proof. The round complexity of our reconstruction algorithm is dominated by the call to estimated-parallel-centers, since the rest of the algorithm can be done in $O(1)$ rounds. With respect to query complexity, since $A$ has size $O\left(s \log _{\beta} n\right)$, we need at most $O\left(n s \log _{\beta} n\right)$ queries to find the distances from each $a \in A$ to each $v \in V$. Since each 2-neighbor set has size $O\left(\Delta^{2}\right)$, we need at most $|A| \Delta^{2} n \in O\left(n \Delta^{2} s \log _{\beta} n\right)$ queries to find the distances to each $v \in V$ from each vertex $b \in N_{2}(a)$ for each center $a \in A$. Further, for brute force querying in every cluster, we need at most $|A|\left(\Delta^{4}+\Delta^{2}(\beta n / s)^{2}\right)$
queries, since each 2-neighbor set has size $O\left(\Delta^{2}\right)$ and each cluster has size $O(\beta n / s)$. Altogether, the total query complexity adds up to be $O\left(Q(n)+\Delta^{2}\left(n+(\beta n / s)^{2}\right) s \log _{\beta} n\right)$ queries, if $\Delta$ is $O(\sqrt{n})$.

By plugging in our derived bounds for the estimated-parallelcenters algorithm, we get the following theorems.

Theorem 3.6. One can reconstruct an n-vertex connected graph, $G=(V, E)$, with $O\left(\Delta^{2} n^{3 / 2+\epsilon}\right)$ distance queries in $O(1)$ rounds, for constant $0<\epsilon<1 / 2$, w.h.p.

Proof. Set $\beta=n^{\epsilon}$ and $s=n^{1 / 2+\epsilon}$ in the estimated-parallelcenters $(V, s, \beta)$ method. The claimed bounds follow from corollary 3.2 and lemma 3.5.

The above theorem establishes an improvement over the bruteforce querying algorithm for solving the parallel network mapping problem in $O(1)$ rounds. The next theorem establishes a bound for solving the parallel network mapping problem in $O(\log n)$ rounds.

Theorem 3.7. One can reconstruct an n-vertex connected undirected graph, $G=(V, E)$, with $O\left(\Delta^{2} n^{3 / 2} \log ^{3 / 2} n\right)$ distance queries in $O(\log n)$ rounds w.h.p.

Proof. Set $\beta=4$ and $s=(n / \log n)^{1 / 2}$ in the estimated-parallelcenters $(V, s, \beta)$ method. The claimed bounds then follow from corollary 3.3 and lemma 3.5.

Even though this is a parallel algorithm, it improves the sequential query complexity of an algorithm in [19] for graph reconstruction via distance queries by an $O\left(\Delta \log ^{1 / 2} n \cdot \log \log n\right)$ factor, while also improving the bounds to hold with high probability rather than in expectation. Also, while the algorithm by Kannan, Mathieu, and Zhou [19] needs to know the maximum degree, $\Delta$, in order to reconstruct the graph, our algorithm is oblivious to $\Delta$.

## 4 CONCLUSION

We have given algorithms for solving the parallel network mapping problem in parallel using $O(1)$ or $O(\log n)$ rounds. We have also given new, parallel implementations for graph clustering, which provide tradeoffs between the number of center vertices and the sizes of clusters. Even for sequential algorithms, this result may prove useful for applications where minimizing the number of center points is a primary optimization goal. For instance, one can apply our construction to the problems studied by Honiden, Houle, Sommer [18] for balancing graph-theoretic Voronoi diagrams to shave a $O(\log n)$ factor of the number of centers. It seems likely, therefore, that this result will have other applications as well.
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