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Abstract 

Given two planar sets A and B,  we examine the problem of  determining the smallest e such that there is 
a Euclidean motion (rotation and translation) of A that brings each member  of  A within distance e of  some 
member  of  B. We establish upper bounds on the combinatorial complexity of this subproblem in model-based 
computer  vision, when the sets A and B contain points, line segments, or (filled-in) polygons. We also show 
how to use our methods to substantially improve on existing algorithms for finding the minimum Hausdorff 
distance under Euclidean motion. 

1. Introduction 

The problem of determining whether a given planar geometric set can be found in another planar 
geometric set [2-8,11,19-22] is central to computer vision and also appears in such diverse fields as 
biology, astronomy and robotics. For example, a typical computational problem in astronomy is to 
locate a certain configuration of stars in the night sky (see Fig. 1). 
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Fig. 1. An example pattern and background. In this case there is match of the pattern to the background under Euclidean 

motion for e = O. 1 in. 

This problem can be modeled as a pattern matching problem for planar sets A and B. We consider B 
to be fixed and ask if there is a Euclidean motion (translation and rotation) that moves pattern A in 
such a way that it matches a subset of B. In practice, there are usually small errors in the data that 
make an exact match unlikely. So our approach is to find the smallest value e > 0 such that there is 
a Euclidean motion of A bringing each point of A to within e of some object in B. We refer to this 
as the one-way minimum Hausdorff distance problem, because it is closely related to the problem of 
finding the minimum Hausdofff distance: given planar sets A and B find the minimum error tolerance 
e so that there is a Euclidean motion of A such that the Hausdorff distance (defined below) between 
A and B, H(A, B), is less than or equal to e. By definition, H(A, B) <~ e if and only if each point 
of A is within e of some point in B and each point of B is within e of some point in A. 

In this paper we present improved algorithms for the one-way and bidirectional minimum Hausdorff 
distance problems. In particular, if A is a set of m points in the plane and if B is a set of n points in the 
plane, then we show how to find the one-way minimum Hausdorff distance under Euclidean motion 
in O(m3n 2 log 2 ran) time. More generally, if A (respectively B) is a set of polygons defined by m 
(respectively n) segments, then we show how to solve one-way minimum Hausdorff distance under 
Euclidean motion in O(m3n 3 log 2 ran) time. These algorithms can be used to solve the (bidirectional) 
minimum Hausdorff distance problem under Euclidean motion for sets A and B in the plane in time 
O((m + n) 5 log 2 ran) when A and B consist only of points, and in time O((m + n) 6 log 2 ran) when A 
and B consist of points, segments or polygons. This improves the previous algorithm of Huttenlocher 
et al. [20] for point sets by nearly a linear factor (as their method runs in O((m + n) 6 log ran) time), 
and it improves the previous algorithm of Alt et al. [2] for line segments by nearly a cubic factor 
(as their method runs in O(m4n4(m + n ) l o g m n )  time). Recent work by Rucklidge [25] shows that 
our bounds for the one-way minimum Hausdorff distance are nearly tight (i.e., within log factors) 
among those algorithms that find all motions bringing A to within e of B. Note though that it may be 
possible to solve a minimum Hausdorff distance problem without finding all such motions (see, for 
instance, [11]). 

All our methods share the same general approach. We first design a decision procedure that deter- 
mines if there exists a good Euclidean transformation from A to B for a given value of e > 0 (and 
we output such a transformation if one exists). Our methods for solving this decision procedure differ 
depending upon the geometric properties of A and B, but they are all based on a common idea of 
examining the structure of intersections among a set of potentially valid Euclidean motions. In each 
case, our decision procedures have time bounds that are a log mn factor faster than our bounds for the 
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minimization problems. This is no accident, as our methods for solving a minimization problem are 
based upon using the corresponding decision method as a black box in performing a "binary search" 
for the best value of e allowing a valid Euclidean motion. Of course, we cannot use a standard binary 
search to find this best e value, since the range of values is continuous. So, instead, we design a special 
parallel algorithm to determine a good set of candidate values of e at which to probe. This technique 
is known as parametric searching [1,10,12-14,23] and, using a pipelining technique of Cole [12,13], 
our application of it to the one-way minimum Hausdorff distance requires only O(log ran) probes, 
giving the claimed bounds. 

In the next section we give some notation and background. In Section 3 we present our decision 
procedure for the case when A and B are finite point sets, and in Section 4 extend this to line segments 
and polygons. We show how to apply parametric searching to these decision procedures to solve the 
minimization problems in Section 5, and we conclude in Section 6. 

2. Notation and background 

Consider the sets { e l , . . . ,  am} and { b i , . . . ,  bn}, where each ai and bi is either a point, a segment, 
or a (filled-in) triangle. Let A be uim__l ai and B be Uin=l bi. The Hausdorff distance between two sets 
A and B is defined as 

H(A,B) = max (h(A,B),h(B,A)), 

where 

h(A, B) = sup inf d(a,  13), 
aEA flE B 

and d(a, t3) is the distance between two points a and 13. For us, d(-, .) is the standard L2 distance in 
the plane. It is well known that H(A, B) is a metric. 

The minimum Hausdorff distance under Euclidean motion is then defined as 

D(A,B) = min H(g(A),B), 
gEE2 

where E2 is the group of planar Euclidean motions and g(A) is the motion applied to A. By simple 
arguments similar to those in [21], one can show that D(A, B) is a metric. 

Using this notation, the decision problem for the one-way Hausdorff distance can be restated as 
"Given A and B in the plane and an error bound e > 0, is there a transformation g E E2 such that 
h(g(A), B) ~ e?" In the remainder of this section, we develop the tools necessary to treat this problem 
as a geometric intersection problem. 

Define 
n 

B~=U(bieC~), 
i = l  

where C~ is a circle of radius e, centered at the origin, and ¢ represents the Minkowski sum (i.e., 
P $ Q = {p + q [ p E P, q E Q}); in other words B ~ is the set B expanded by e (see Fig. 2). 

Note that the directed Hausdorff distance under Euclidean motion, h(g(A), B), is at most e if and 
only if there exists a map g E E2 such that g(A) falls within B ~. Each map g E E2 can be considered 
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Fig. 2. B and B ~ for the line segment case. 

as a translation (a 2D vector) followed by a rotation about the origin. Thus, each map corresponds to 
a point in transformation space (z, y, 0). Ignoring 0 for the moment (assume 0 = 0), the set of all 
maps that cause a point c~ E A to fall within B E can be represented as B E @ (-c~), a simple translate 
of B E in transformation space. 

For a more complicated object, say a segment or triangle, s, each point of s must fall within B E. 
Thus the set of maps that take s within B E is an intersection of infinitely many translates of B E. We 
can represent this succinctly by considering forbidden maps, maps that fail to take s within B E. The 
forbidden maps for s correspond to the union of infinitely many translates of B E, where B E is the 
complement of B E. This union can be written as a Minkowski sum: B C ~ ( - s )  corresponding to the 
forbidden maps for s. Thus for a given object ai (i.e., a point, segment or triangle), the set of maps 
that take ai within B E is given by 

= B E  m 

The sets B~ can be parameterized by O. If we denote by ro (19) the rotation of p by O, then 

B (o) = BE • ( - r 0 ( a d ) ,  

i.e., B~(O) is a two-dimensional "slice" of B~. The one-way minimum Hausdorff distance under 
Euclidean motion for A and B is at most e if and only if there is a value of 0 such that 

m 

s(o) = N 
i= l  

is non-empty. In other words, we must search for a value of 0 at which all the B~ (0)'s have a non-empty 
intersection. This corresponds to a Euclidean map that brings each component of A within B c. 
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3. Finite point sets 

When A and B are finite point sets, B ~ is a union of discs. For a fixed 0, 5'(0) is therefore simply 
an intersection of a finite number of unions of discs of radius e. Thus, S(0) is either (~ or the boundary 
of S(0) consists of arcs of circles of radius e. 

Define ,,4(0) to be the arrangement [16] formed by overlaying all the boundaries of the sets 
B~(0), 1 ~< i ~ m, on each other. In addition, define the depth of a point p to be the number 
of B~ (0) sets that contain p (where containment includes points on the boundary). We can determine 
whether S(O) is non-empty for some 0 by forming ,A(0) and determining the depth of each of its 
vertices. Clearly, S(O) is non-empty if and only if there is a vertex in ,,4(0) whose depth is m. Indeed, 
if S(0) is non-empty, then it consists of faces of ,,4(0). To determine if there is a good Euclidean 
transformation, we "sweep" the transformation space from 0 = 0 to 27r while maintaining the depth 
of the vertices in A(0). 

Consider, then, how A(0) changes as 0 grows. Note that, as far as maintaining depth is concerned, 
only the boundaries of each B~ (0) are important. This is due to the fact that an inner boundary (a 
portion of a circle in the interior of the union of discs that makes up B c) does not affect depth. We 
define a vertex of B~ (0) to be the intersection point of two circular arcs on its boundary. A vertex in 
.,4(0) is either a vertex of some B~(O) or the intersection of two outer-boundary arcs, one from B~(O) 
and one from B~ (0), for some k and 1. A combinatorial change to ,4(0) occurs in one of two cases 
(see Fig. 3): (i) when two arcs in .A(0) become tangent at some 0, or (ii) when three arcs in A(0) 
intersect at a point. We refer to the first kind of change as a double event, and the second kind as 
a triple event. The combinatorial complexity of the dynamically changing arrangement A(0) is thus 
defined to be the total number of combinatorial changes--double and triple events--for 0 changing 
from 0 to 27r. 

Lemma  1. The number o f  double events is O(m2n2). 

Proof. A double event is a tangency of two discs. Since each B~(0) translates along a circular path 
as 0 changes, any two discs from, say, B~(0) and B~(0), have at most two tangencies. Thus, the total 

Fig. 3. Double and triple events. 
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number of double events is bounded by a constant multiple of the total number of pairs of the mn 
discs, which is O(m2n2). [] 

Lemma  2. The number of triple events is O(m3n2). 

Proof. A triple event is an intersection point of three arcs centered at, say, p, q and r, where each arc is 
on the outer boundary of its B~(O). Each of p, q and r belongs to some set St(O) --- B @ (-ro(ak,)), 
for l E (1,2, 3}, respectively, the most prolific case being when each of the kt's are distinct• The 
intersection point of the three arcs is, by definition, equidistant from p, q and r, and on the outer 
boundary of B ~ (0), B~ 2 (0) and B ~ kj k3 (0), respectively• Thus the intersection corresponds to a vertex in 
the Voronoi diagram [16,24] of the union of the three sets St(O) at this 0. Huttenlocher et al. [20] show 
that if one has k sets of n points moving rigidly in the plane, then there are at most O(n2k 2 log* k) 
changes in the Voronoi diagram of all the points. In our case, k = 3; hence, we get that the total 
number of triple events for the three sets is O(n2). There are O(m 3) different ways to choose three 
such sets, so the total number of triple events is O(m3n2). Since the results of Huttenlocher et al. 
assume that the points are in general position (i.e., no four points cocircular within a single Bi), we 
make the same simplifying assumption here. [] 

Now we tum to our method for solving the one-way Hausdorff distance decision problem. 

Theorem 3. Given ~ and planar point sets A and B as above, the one-way Hausdorff distance decision 
problem under Euclidean motion can be solved in time O(m3n 2 log ran). 

Proof. In order to solve this decision problem we must determine whether or not the set S(O) is 
uniformly empty or not for all 0 E [0, 2r]; that is, we are looking for a 0 at which all the sets B~ (0) 
intersect, if such a 0 exists. It is possible that S(0) is non-empty, but this can be determined by 
the cubic-time algorithm of [21] for computing the minimum Hausdorff distance under translation. 
Otherwise, if S(O) is ever to become non-empty, it will be at a combinatorial change to the arrangement 
,A(0). Thus, by Lemmas 1 and 2, it is enough to examine all O(m3n 2) combinatorial changes to ,A(O), 
for 0 = 0 to 27r, and determine whether they result in S becoming non-empty. 

We first compute a superset of all the double and triple events: we compute the (~) dynamic 
Voronoi diagrams of the sets Si(O)tA Sj(O) (defined as in the previous proof) and determine all double 
events• Similarly, by computing all (.~) triple dynamic Voronoi diagrams, we can determine all triple 
events. The difficulty is in deciding which of these combinatorial changes serves to bring about the 
creation of the non-empty intersection S(O) for some 0. 

As mentioned above, this can be found by keeping track of the depth of vertices in the dynamically- 
changing arrangement ,A(0). We therefore will store all the vertices of the current ,A(O) in a dynamic 
dictionary V, implemented, say, using a red-black, tree [15,18,26]. Each vertex v E V is labeled with 

• • • • . 

the pair (i , j)  such that v is defined by the intersection of circle i and j .  In fact, we store such a v 
twice, once labeled with (i, j)  and once with (j, i), and we order vertices in V by the first index of 
their labels• If there is more than one vertex wi th  first index i, then we break the ties by ordering 
these vertices by their cyclic orientation around circle i. 

Recall that the depth of a point E ]~2, at a given 0, is the number of sets B~(O) which contain it. S 
is non-empty if and only if some point is covered to depth rn at some 0. So it is enough to maintain 
the depths of the vertices of the dynamically changing arrangement, and halt when any of them reach 



L.P. Chew et al. / Computational Geometry 7 (1997) 113-124 119 

the value m. If this does not happen then S(O) is uniformly empty for all 0 E [0, 27r]. We maintain the 
depths as follows. Initially, we compute the depth information for all vertices of all the sets B~ (0) at 
0 = 0. We then sort all double and triple events by 0, in time O(m3n 2 log ran), and consider them in 
succession. At each triple event up to three vertices are each crossing the boundary of a set B~ (0). In 
constant time, we can determine whether each such vertex is entering or leaving the set it is crossing; 
if it is entering we increment its depth, and if it is leaving we decrement its depth. We also need to 
swap the positions of O(1) vertices in V, as some cyclic orderings have now changed. 

At a double event two vertices are either being created or deleted. If they are being deleted, then 
we remove them from V, and if they are being created we insert them into V. In the insertion case 
we must also initialize their depth, which we can do by examining their cyclic neighbors in V (if they 
have no cyclic neighbors, then their depth is 2). 

As noted above, we stop and output "yes" if any vertex v in V has depth m at any point 0 in the 
sweep (indeed, at that point we can output (v, 0) as a representative valid transformation). Otherwise, 
we will finish and output "no". The time required for the entire process is O(m3n 2 log ran). [] 

For the bidirectional Hausdorff decision problem, we must determine a single Euclidean transfor- 
mation 9 such that h(9(A), B) and h(B,g(A))  are both less than or equal to ~. For h(B,9(A)) ,  
we construct and maintain a similar arrangement of unions of discs, and overlay the two families of 
arrangements on top of each other. We define depth of coverage analogously; in this case there will 
be a non-empty intersection if and only if the depth of the coverage equals m ÷ n. Thus, we have the 
following corollary. 

Corollary 4. Given ¢ and planar point sets A and B as above, the Hausdorff decision problem under 
Euclidean motion can be solved in time O( (m + n) 5 log ran). 

4. Sets of line segments 

Now, we turn to the case in which A = { a l , . . .  , am} (respectively B = { b l , . . . ,  bn}) is a set of 
non-intersecting (except possibly at endpoints) line segments. Our approach will be similar to that of 
the previous section. Recall that our goal is to determine if there is a Euclidean motion 9 such that 
9(A) lies entirely within B ~. 

The well-versed reader may suspect that we could use a result of Avnaim and Boissonnat [8] to 
solve this problem, but this does not seem possible. They solve the problem of placing a general 
polygonal shape P with m sides and comers, in another general polygonal shape Q, with n sides 
and comers, when P is allowed to translate and rotate. Let us call Q the environment. Avnaim and 
Boissonnat show that all placements of P where P does not intersect the environment can be found in 
time O(m3n 3 log ran). (See [8] for more details.) There are two main differences between our problem 
and the problem solved in [8], however. First, our environment B c consists not only of straight line 
segments but also of circular arcs. Nevertheless, an extension of the work in [8] to include circular 
arcs does not appear too difficult. The more important difference is that the placement problem solved 
in [8] is placement that simply avoids intersection with the environment, while we need to ensure that 
A is really within B e. (To be precise, [8] also show how to determine whether P is within Q, for the 
case when both P and Q are simple polygons.) 
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Conceptually, we would like to maintain the arrangement of B~ (0)'s as 0 changes, as in the previous 
section. The only boundaries maintained would be outer boundaries of B~(O) for each i. Our goal is 
to determine if there is a 0 for which some region of this arrangement is covered by all m of the 
B~(0)'s. It may help to think of each B~(O) as corresponding to a distinct color; our goal is to find 
a region covered by all the colors. This straightforward idea leads to some difficulties in maintaining 
coverage information (see Fig. 4): as 0 changes, (1) parallel boundaries can intersect and (2) islands 
can form as part of a single B~(0). Intersecting parallel boundaries seem to require a large number 
of updates all along their intersection, while islands seem to require some kind of point location to 
maintain coverage information. 

We avoid these difficulties by maintaining more information in our arrangement. Instead of simply 
maintaining the outer boundaries of the B~(0)'s, we maintain all the boundaries of all the objects 
(circles and line segments) used to build each B~(O) (see Fig. 5). Consider the set consisting of every 
arc or segment that ever appears on an outer boundary of some B~(O). Each such arc is a portion of a 
circle; each circle is generated by a pair of endpoints, one from A and one from B. We keep track of 
all O(mn) such circles over all 0. Each segment that appears as part of some B~(O) is generated by a 

/ ,,,/ 
/ /  

Fig. 4. As 0 changes, parallel boundaries intersect creating an island. 

\ 

S 
Fig. 5. A simple B ~, all the boundaries used to build B~(O) and B~(O) itself (shown shaded). 
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segment or endpoint of A and a segment or endpoint of B ~. Again, there are O(mn) such segments 
and we keep track of all of them over all 0. Let W be the set of all O(mn) such circles and segments. 

Some portions of these segments and circles of W are not useful boundaries in the sense that they 
are not outer boundaries of B~ (0) for some i. Note though that W includes all of the useful boundaries. 
The useful boundary portions are labeled to indicate i (i.e., the color, say green) and which side of the 
boundary is inside (colored green) and which side is outside (no color or plain) of B~ (0). We sketch 
how this labeling is maintained below. 

First we build the arrangement of W for 0 -- 0 and use a standard line-sweep to determine coverage 
for each region of this arrangement in time O(m2n21ogmn) (see [1]). We assume that each region 
of the arrangement has a counter indicating its depth of coverage. As 0 changes, the arrangement 
changes. Updates on coverage information are needed whenever a region in the arrangement is created 
or destroyed. Just as for the point-case, there are two types of events that create or destroy regions: 
(1) double events and (2) triple events. Because W consists of O(mn) objects with each object 
moving on a circular path, there are at most (~n) double events and at most (~n) triple events, or 

O(m3n 3) events all together. We can preprocess our set W to determine all the possible events and 
their corresponding 0; then we can sort the events by 0. Now we know the order in which our events 
occur as 0 changes in the arrangement of W. We claim that coverage information can be maintained 
with only logarithmic search time followed by constant time update per event. 

To locate events within W, we maintain a balanced tree for each segment and circle. Given a new 
event, we assume that adjacent intersections in the arrangement W can be found in O(log ran) time. 

We make use of the labeling of useful boundaries mentioned above. When a new region is created 
due to a double event or a triple event, its coverage counter can be initialized by examining an adjacent 
region and the boundary between the new region and the adjacent region. If the boundary is labeled 
not-useful (i.e., it is not part of an outer boundary of some B~(O) for some i), then the coverage 
counter for the new region has the same value as the one in the adjacent region. If the boundary is 
labeled useful (say its color is green) then the new counter is either one more or one less than the 
counter in the adjacent region depending on which side of the boundary is labeled green and which 
side is labeled plain. 

We still must show how the labeling of useful boundaries is maintained. Consider just the portion 
of W that is associated with B~(0); call this portion Wi. We can use Wi to track changes in B~(O) 
as 0 changes. Note that Wi consists of just O(n) circles and segments. It is easy to see that there are 
at most O(n 3) combinatorial changes (double events or triple events) in the arrangement of Wi as 0 
changes. By tracking these events as 0 changes we can easily keep track within an individual Wi of 
the useful and not-useful boundaries and the additional color labeling. 

Now each portion of a boundary (outer and inner, useful and not-useful) in the entire arrangement of 
all of W corresponds to a (usually larger) boundary in some Wi. So our solution is to link each (small) 
boundary in the arrangement of W to its corresponding (larger) boundary in Wi for the appropriate i. 
The labels "useful" and "not-useful" are maintained in all of the Wi arrangements, requiring a total 
of O(mn  3) updates. The necessary linking information is updated whenever double or triple events 
occur in the W arrangement. 

We maintain m + 1 arrangements, one for W and one for each Wi. We have O(m3n 3) update 
events in the W arrangement and O(mn 3) update events among all the W~ arrangements where a 
single update takes O( logmn)  time. Thus, we have the following theorem. 
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Theorem 5. Given E and sets of segments A and B as above, the one-way Hausdorff decision problem 
under Euclidean motion can be solved in time O(m3n 3 log ran). 

To solve the bidirectional Hausdorff decision problem, we must maintain a single large arrangement 
consisting of two overlapping smaller arrangements (one for h(9(A), B) and one for h(B, 9(A))) to 
determine if there is a 0 at which coverage reaches m + n. The above techniques can be used to decide 
this, giving the following corollary. 

Corollary 6. Given ~ and sets of segments A and B as above, the Hausdorff decision problem under 
Euclidean motion can be solved in time O( (m + n) 6 log ran). 

For sets A and B consisting of filled-in triangles (and segments and points), time bounds for the 
various problems are the same as for segments. To see this, consider the sets A ~ and B ~ constructed by 
throwing out the triangle interiors and converting each triangle into three segments. A ~ and B ~ are used 
to construct the set W of circles and segments that we used in developing the bounds for segments. 
Note that these same circles and segments include all the boundaries for the original problem involving 
filled-in triangles. The only thing that changes is the definition of what is inside and outside. Moreover, 
once we can solve the problem for filled-in triangles, we can solve it for arbitrary polygons by simply 
triangulating each polygon in A and B as a preprocessing step, by say the method of Chazelle [9] or 
Garey et al. [17]. 

5. The minimization problem 

Having provided methods for solving Hausdorff decision problems under Euclidean motion, we now 
return to the minimization problem. Here, we apply the parametric searching technique [ 1,10,12-14,23], 
a powerful tool for efficiently solving a variety of optimization problems. This tool has been applied 
successfully to several problems in computational geometry [1,10]. See [1,10,23] for a discussion of 
parametric search and the details of how it is applied. Parametric search applies to problems that 
are parameterized by some real parameter e. We assume we have a sequential algorithm As that 
decides our particular parameterized problem (for a specific e) in Ts steps. For us, As is a decision 
problem for the one-way Hausdorff distance as discussed in the previous sections. We wish to find 
the smallest value e* such that As still has a positive solution. Suppose, in addition to As, we have 
a parallel comparison-based sorting method Ap that is parameterized by e and runs in Tp steps using 
P processors [13]. In our case, since we wish to sort all the double and triple events, a "comparison" 
involves testing if a given (double or triple) event (that is parameterized by e) comes before or after 
(in terms of the 0 sweep) another event. The important property here is that e* is a critical value for 
both the sorting algorithm and our sequential algorithm As, ensuring that it will be discovered during 
the parametric search. To resolve the comparisons in any given step of Ap we use As and perform a 
binary search on the set of critical e's needed to determine the value of the comparisons in this step. 
This requires O ( P  + Ts log P)  time and allows us to then proceed with the next step of Ap. Upon 
completing our simulation of Ap we will have a value for e* (by taking the left endpoint of the final 
interval constraint), and the total time required will be O(TpP + TsTp log P).  



L.P Chew et al. / Computational Geometry 7 (1997) 113-124 123 

In our case, however, we can do even better than this. In particular, if the parallel algorithm Ap can be 
designed for the weaker EREW PRAM 6 so as to run in Tp steps using P processors and O(P)  memory 
cells, then Cole [12,13] shows how one can implement this simulation in O(TpP + Ts(Tp + log P) )  
time. Since we can use Cole's sorting algorithm to order the double and triple events in the EREW 
PRAM model [13], we therefore derive the following theorem. 

Theorem 7. Given point sets A and B as above, the minimum one-way Hausdorff problem under 
Euclidean motion can be solved in time O(m3n 2 log 2 ran); the minimum (bidirectional) Hausdorff 
problem under Euclidean motion can be solved in time O((m + n) 5 log 2 ran). For segments, the 
corresponding one-way and bidirectional problems take time O(m3n 3 log 2 ran) and time O( (m + 
n) 6 log 2 ran), respectively. 

6. Conclusion 

We conclude with an open problem. When we let m = O(n) there is (ignoring log factors) an 
n 3, n 4, n 5, n 6 progression on the time bounds for the various problems: points under translation, 
segments under translation, points under rigid motion, and segments under rigid motion, respectively. 
There are lower bound constructions showing that the number of combinatorially distinct possible 
matches for these problems are ~~(n3), [~(n4), ~)(n 5) and ~')(n6), respectively (the first lower bound 
was shown originally in [21]; constructions for all the lower bounds appear in [25]). Note that even 
though the number of combinatorially distinct possible matches for the problem of points under 
translation is ~ ( n  3) with the L1 metric, Chew and Kedem [11] show a way to get around this bound, 
solving this problem in time O(n 2 log 2 n). Their method uses a technique that avoids examining the 
entire set of combinatorially distinct possible matches, however it appears to depend critically on the 
L1 metric. Thus it remains open whether there is a way to achieve a similar improvement for points 
under translation with the more-standard L2 metric. It also is open whether there are similar techniques 
for rigid motion, and for sets of line segments. 
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