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## Summary of Results

We give new methods for maintaining a data structure that supports ray shooting and shortest path queries in a dynamically-changing connected subdivision $\mathcal{S}$. Our approach is based on a new dynamic method for maintaining a balanced decomposition of a simple polygon via geodesic triangles. We maintain such triangulations by viewing their dual trees as balanced trees. We show that rotations in these trees can be implemented via a simple "diagonal swapping" operation performed on the corresponding geodesic triangles, and that edge insertion and deletion can be implemented on these trees using operations akin to the standard split and splice operations. We also maintain a dynamic point location structure on the geodesic triangulation, so that we may implement ray shooting queries by first locating the ray's endpoint and then walking along the ray from geodesic triangle to geodesic triangle until we hit the boundary of some region of $\mathcal{S}$. The shortest path between two points in the same region is obtained by locating the two points and then walking from geodesic triangle to geodesic triangle either following a boundary or taking a shortcut through a common tangent. Our data structure uses $O(n)$ space and supports queries and updates in $O\left(\log ^{2} n\right)$ time, where $n$ is the current size of $\mathcal{S}$. It outperforms the previous best data structure for this problem by $\mathrm{a} \log n$ factor in all the complexity measures (space, query times, and update times).

[^0]
## 1 Introduction

An exciting trend in algorithmic research has been to show how one can efficiently maintain various properties of a combinatoric or geometric structure while updating that structure in a dynamic fashion; see, for example [5, $8,9,11$, $19,21,23,26]$.

### 1.1 The Problem

The specific dynamic computational geometry problem we address in this paper is to maintain a connected subdivision $\mathcal{S}$ subject to insertion and deletion of vertices and edges, and to ray shooting and shortest path queries. From now on, we denote with $n$ the current size of $\mathcal{S}$, i.e., the number of vertices of $\mathcal{S}$.

### 1.2 Previous Work

In the static setting, there are several optimal techniques for shortest-path and rayshooting $[1,3,6,12,13,18]$, even in parallel [10, 15]. In particular, the data structures of Chazelle and Guibas [3] and of Guibas and Hershberger [12] support respectively ray-shooting and shortest path queries in simple polygons in $O(\log n)$ time using $O(n)$ space. In the dynamic setting, the best result to date is the data structure of Chiang, Preparata, and Tamassia [4] for connected subdivisions, which uses $O(n \log n)$

[^1]space and supports ray-shooting queries, shortest path queries, and insertion and deletion of vertices and edges in $O\left(\log ^{3} n\right)$ time (amortized for vertex updates).

### 1.3 Our Results

In this paper we present a dynamic data structure for connected subdivisions that supports ray-shooting and shortest-path queries. The repertory of of update operations includes insertion and deletion of vertices and edges, and is complete for connected subdivisions. The space requirement is $O(n)$, and the worst-case running time for all operations (queries and updates) is $O\left(\log ^{2} n\right)$, where $n$ is the current size of the subdivision. Our data structure outperforms the previous best data structure for this problem by a $\log n$ factor in all the complexity measures (space, query times, and update times). Also, it is conceptually simple.

### 1.4 Overview of the Technique

A geodesic path between two points $p$ and $q$ inside a simple polygon $P$ is the shortest path joining $p$ and $q$ that does not go outside $P$. Given three vertices $u, v$, and $w$ of a simple polygon $P$, which occur in that order, the geodesic triangle $\triangle u v w$ they determine is the union of the geodesic paths from $u$ to $v$, from $v$ to $w$, and from $w$ to $u$. (See Figure 1.) A geodesic triangulation of a simple polygon $P$ is a decomposition of $P$ 's interior into geodesic triangles whose boundaries do not cross. Two geodesic triangles may have a non-empty intersection, however, if portions of their respective boundaries overlap.

A geodesic triangulation is combinatorially and topologically like a triangulation of a simple polygon. Hence, it immediately induces a degree-3 tree $T$, where each node in $T$ corresponds to a geodesic triangle and we join the node corresponding to $\tilde{\triangle} u v w$ with the node corresponding to $\tilde{\Delta} x y z$ if they share two of their vertices (e.g., if $x=v$ and $z=w$ ). (See Figure 2.) As shown by Chazelle et al. [2], the nodes of $T$ corresponding to the geodesic triangles whose boundaries are intersected by some ray in $P$ will always form a path in $T$. Thus, if $T$
has small diameter, then we can efficiently perform a ray-shooting query for a point $p$ and direction $\vec{r}$ by locating the geodesic triangle whose interior contains $p$ and then iteratively traversing geodesic triangles along direction $\vec{r}$ from $p$ until we hit the boundary of $P$. Indeed, this is approach of Chazelle et al. for building a static ray shooting data structure.

Our approach is to maintain $T$ as a balanced binary tree, such as a red-black tree [ $7,14,20$, 25]. Sleator, Tarjan, and Thurston [24] observe that a diagonal swap between two adjacent triangles in a triangulation of a convex polygon corresponds to a rotation in the tree dual to this triangulation. We extend this to geodesic triangulations, and observe likewise that a rotation in $T$ will correspond to swapping the diagonals determined by two adjacent geodesic triangles. We show that vertex insertion and deletion can be implemented by inserting and deleting in $T$, and that edge insertions and deletions can be performed using an operation on $T$ that is analogous to a sequence of split and splice operations ${ }^{1}$. If we maintain geodesic paths in auxiliary structures, then we can perform each rotation and insertion in $T$ in $O(\log n)$ time (using splits and splices on the geodesic paths involved in the rotation). We therefore achieve a running time for queries and updates that is $O\left(\log ^{2} n\right)$ in the worst case.

## 2 Preliminaries

### 2.1 Connected subdivisions

A connected (planar) subdivision $\mathcal{S}$ is a partition of the plane into simple polygons, called the regions of $\mathcal{S}$. Note that $\mathcal{S}$ has one unbounded region, called the external region. A subdivision $\mathcal{S}$ is generated by a planar graph embedded in the plane such that the edges are straight-line segments. We assume a standard representation for the subdivision $\mathcal{S}$, such as doubly-connected edge lists [22].

[^2]
### 2.2 Geodesic Triangulations

Let $\tau$ be a geodesic triangle $\tilde{\triangle} u v w$, as defined above. In general, $\tau$ will consist of a simple polygon made up of three concave chains and three piece-wise linear curves emanating away from the three vertices where the concave chains are joined. We refer to the inner polygonal region as the deltoid region for $\tau$, due to its resemblance to the well-known quartic curve [17], and we refer to the three chains emanating out from the deltoid region as tails (see Figure 1 ). We represent the three concave chains using an auxiliary data structure that supports binary-type searching and chain splitting and splicing. For example, we could use red-black trees [7, 14, 20, 25].

### 2.3 Red-black Trees

Since our structure is built using the red-black tree data structure as a schematic, let us briefly review this structure. We use the formulation of Tarjan [25]. A red-black tree is a rooted binary tree $T$ whose nodes are assigned integer ranks that obey the following constraints:

1. If $v$ has a nil child pointer, then $\operatorname{rank}(v)=$ 1 and $v$ 's nil child pointer is viewed as pointing to a node with rank 0 .
2. If $v$ is a node with a parent, then $\operatorname{rank}(v) \leq \operatorname{rank}(p(v)) \leq \operatorname{rank}(v)+1$, where $p(v)$ denotes the parent of $v$.
3. If $v$ is a node with a grandparent, then $\operatorname{rank}(v)<\operatorname{rank}(p(p(v)))$.

A node $v$ is called black if $\operatorname{rank}(p(v))=$ $\operatorname{rank}(v)+1$ or $v$ is the root; $v$ is red otherwise (i.e., if $\operatorname{rank}(p(v))=\operatorname{rank}(v)$ ).

As a shorthand notation, let us use $\operatorname{rank}(T)$ to denote the rank of the root of a tree $T$. Let $n$ be the number of nodes of $T$. It is easy to see that $\operatorname{rank}(v)$ is proportional to the logarithm of the number of descendents of $v$, so that $\operatorname{rank}(T)=O(\log n)$. Tarjan [25] shows that red-black trees support the split and splice operations in $O(r(n) \log n)$ time, where $r(n)$ denotes the time complexity of performing a rotation ${ }^{2}$

[^3]in $T$. His methods are based on using rotations and simple node and edge insertions and deletions. In our use of red-black trees, we must assume that each internal node has degree 3; thus, let us assume that the root of a red-black tree $T$ actually has a parent, which is a degree-one "dummy node." In addition, we desire that our tree-modification operations be based strictly on the use of tree rotations, and not use the more general pointer changing as is used in the standard implementations $[7,14,20,25]$. Fortunately, such implementations are easy to come by. For completeness, we include an outline here.

For a splice of trees $T_{1}$ and $T_{2}$, we create a new node $r$ (if one doesn't already exist) such that the root of $T_{1}$ and the root of $T_{2}$ form the children of $r$. We then perform a series of rotations in this tree to push the smaller tree down to an appropriate depth. The time needed is $O\left(r(n)\left|\operatorname{rank}\left(T_{1}\right)-\operatorname{rank}\left(T_{2}\right)\right|\right)=O(r(n) \log n)$.

Likewise, let us describe a non-destructive version of a split of tree $T$ at a node $v \in T$ that returns a node $r$ whose left child is a red-black tree for the elements left of $v$ in $T$, and whose right child is a node $s$, where $s$ 's left child is $v$ and $s$ 's right child is a red-black tree for the elements right of $v$ in $T$. Such a tree can be constructed from $T$ by performing a series of rotations to move $v$ up $T$. Any time a pair of nodes on the left fringe ${ }^{3}$ (resp., right fringe) of the path from the root of $T$ to $v$ become siblings during this series of rotations, we perform a splice of their respective subtrees. (See Figure 3.) The final tree can be made to produce the result described above. One can show that the time needed to perform this operation is $O(r(n) \log n)$, for the total cost of performing all the splice operations forms a "telescoping sum" that is $O(r(n) \log n)$.

Finally, we must contend with the fact that the root of our red-black tree implementations has a "dummy node" parent. In particular, we allow for one to perform an evert $(v)$ operation on a red-black tree $T$, where one makes a leaf node $v$ be the new "dummy node" parent of the root, and lets the old dummy node become a

[^4]regular leaf node. Of course, this also requires that we rebalance $T$. Such a rebalancing can be implemented by prefacing the eversion by performing a non-destructive split at the leaf node $v$, which divides $T$ into $T_{1}$, which contains the nodes to the left of $v$, and $T_{2}$, which contains the nodes to the right of $v$. Then we may perform the evert operation, and rebalance the tree by splicing together $T_{1}$ and the old dummy node for the root of $T$, and then splicing the resulting tree with $T_{2}$. Since this requires $O(1)$ split and splice operations, it clearly can be implemented in $O(r(n) \log n)$ time.

## 3 Our Data Structure

Let $\mathcal{S}$ be a connected subdivision. In this section we describe our data structure for performing ray shooting queries in $\mathcal{S}$.

### 3.1 The primary structure

As mentioned in the introduction, the main component of our data structure for $\mathcal{S}$ is that we maintain a geodesic triangulation of each region of $\mathcal{S}$. With each region $P$ of $\mathcal{S}$, we also store the tree $T$ dual to the geodesic triangulation we maintain for $P$. Each internal node in $T$ corresponds to a geodesic triangle and we join the node corresponding to $\tilde{\triangle} u v w$ with the node corresponding to $\tilde{\triangle x y z}$ if they share two of their vertices (e.g., if $x=v$ and $z=w$ ). Each leaf corresponds to an edge of $P$ and is joined to the (parent) geodesic triangle that has this edge on its boundary. In particular, if one of the edges of a geodesic triangle $\tau$ is also an edge of $P$, then we say that $\tau$ is a border triangle, and, for each such border triangle $\tau$, we add an adjacency in $T$ from the node associated with $\tau$ to a (leaf) node associated with the edge of $P$ on $\tau$ (see Figure 5). In addition, we distinguish a border triangle $\rho$ in $P$ as the root triangle, so as to root $T$ at the node associated with $\rho$. The main idea of our primary structure, then, is to maintain this rooted tree $T$ as a red-black tree [ $7,14,20,25$ ], ignoring the (dummy) leaf node associated with $\rho$.

### 3.2 The secondary point location structure

As a secondary data structure we maintain a dynamic point location data structure on the deltoid regions determined by the geodesic triangulations of all the faces in $\mathcal{S}$. In particular, we use the structure of Goodrich and Tamassia [11], which uses $O(n)$ space, supports point location queries in $O\left(\log ^{2} n\right)$ time, edge insertion and deletion in $O(\log n)$ time, and vertex insertion and deletion in $O(\log n)$ time as well. The only caveat to using this structure is that it requires each face in the subdivision to be monotone (say, with respect to the $x$-axis). That is, it requires the underlying subdivision to be monotone. Of course, a deltoid region need not be monotone. Nevertheless,

Lemma 3.1: The geodesic triangulation of a connected subdivision can be refined to a monotone subdivision by inserting at most one edge in each deltoid region.

Proof: Omitted in this preliminary version.
Thus, our secondary structure consists of the dynamic point location of Goodrich and Tamassia [11] built upon the union of the deltoid regions in all the geodesic triangles in $\mathcal{S}$, together with at most one edge per deltoid region so as to make each face in the resulting subdivision $\mathcal{S}^{\prime}$ monotone with respect to the $x$ axis.

### 3.3 The tertiary deltoid structures

The final component of our data structure is a tertiary structure built for the deltoid regions. In particular, for each deltoid region $\delta$, we maintain each of the three concave chains for $\delta$ in a balanced tree structure (e.g., a red-black tree [7,14, 20, 25]). Each internal node in such a tree corresponds to a subchain of a concave chain and stores the length of the associated subchain.

Our entire data structure, $\mathcal{D}$, then, consists of the primary geodesic triangulation structures, the secondary point location structure, and the tertiary deltoid structures.

Lemma 3.2: $\mathcal{D}$ requires $O(n)$ space.

Proof: Omitted in this preliminary version.

### 3.4 Ray shooting

So, suppose we have such a data structure for our connected subdivision $\mathcal{S}$, and let $\vec{r}$ be a query ray for which we wish to perform a ray shooting query. We begin by performing a point location for the origin of $\vec{r}$ using the secondary point location structure. This takes time $O\left(\log ^{2} n\right)$ [11]. We then traverse the geodesic triangulation along the ray $\vec{r}$ one triangle at a time, until the region boundary is hit. For each geodesic triangle traversed, we perform a stabbing query for $\vec{r}$ and the triangle boundary to identify $\vec{r}$ 's exit point using the tertiary structures stored for each geodesic triangle. (See Figure 4.) Since we maintain $T$ as a red-black tree, $O(\log n)$ triangles are traversed, each of which requires $O(\log n)$ time for its stabbing query. Therefore, we have

Lemma 3.3: A ray-shooting query in $\mathcal{D}$ takes $O\left(\log ^{2} n\right)$ time.

## 4 Balanced Geodesic Triangulations in a Dynamic Environment

In this section we show how to maintain the data structure $\mathcal{D}$ while performing edge insertion and deletion as well as vertex insertion and deletion. In particular, we define the following update operations on a connected subdivision $\mathcal{S}$ :

InsertEdge( $e, v, w, R ; R_{1}, R_{2}$ ): Insert edge $e=$ $(v, w)$ into region $R$ such that $R$ is partitioned into two regions $R_{1}$ and $R_{2}$.

RemoveEdge $\left(e, v, w, R_{1}, R_{2} ; R\right)$ : Remove edge $e=(v, w)$ and merge the regions $R_{1}$ and $R_{2}$ formerly on the two sides of $e$ into a new region $R$.

InsertVertex $\left(v, e ; e_{1}, e_{2}\right)$ : Split the edge $e=$ ( $u, w$ ) into two edges $e_{1}=(u, v)$ and $e_{2}=(v, w)$ by inserting vertex $v$ along $e$.

Remove Vertex $\left(v, e_{1}, e_{2} ; e\right)$ : Let $v$ be a vertex with degree two such that its incident edges $e_{1}=(u, v)$ and $e_{2}=(v, w)$, are on the same straight line. Remove $v$ and merge $e_{1}$ and $e_{2}$ into a single edge $e=(u, w)$.

Attach Vertex $(v, e ; w)$ : Insert edge $e=(v, w)$ and degree-one vertex $w$ inside some region $R$, where $v$ is a vertex of $R$.

DetachVertex $(v, e)$ : Remove a degree-one vertex $v$ and edge $e$ incident on $v$.

The above repertory of operations is complete for connected subdivisions. That is, any connected subdivision $\mathcal{S}$ can be constructed "from scratch" using only the above operations. Also, AttachVertex and DetachVertex can be simulated by a ray shooting query followed by a sequence of $O$ (1) InsertVertex, RemoveVertex, InsertEdge, and RemoveEdge operations [4]. Hence, such operations will not be further discussed.

### 4.1 Rotations

A swap of diagonals in the geodesic triangulation of a region corresponds to a rotation in the dual tree (see Figure 5). The geodesic triangulation is modified with O(1) InsertEdge/RemoveEdge operations. The boundaries of the geodesic triangles are modified by $O(1)$ split/splice operations (see Figure 6). Thus, a rotation requires logarithmic time, i.e., $r(n)$ is $O(\log n)$ in our primary structure $T$.

### 4.2 Vertex Insertion and Deletion

Operations InsertVertex $\left(v, e ; e_{1}, e_{2}\right) \quad$ and RemoveVertex $\left(v, e_{1}, e_{2} ; e\right)$ correspond to the insertion/deletion of a node in the dual trees associated with the regions that share edge $e$. The geodesic triangulation is modified by two InsertVertex/RemoveVertex operations. The boundaries of the geodesic triangles are modified by two insertions/deletions.

Lemma 4.1: Operations InsertVertex and Remove Vertex take each $O(\log n)$ time.

### 4.3 Edge Insertion and Deletion

Let us next consider edge insertion and deletion, and begin our discussion with the insertion case. The operation InsertEdge $\left(e, v, w, R ; R_{1}, R_{2}\right)$ can be implemented as follows. Let $d$ and $f$ be edges of $R$ such that $d$ is incident to $v$ and $f$ is incident to $w$, with $d$ and $f$ being on opposite sides of $e$ (i.e., $d$ and $f$ will be separated after $e$ is inserted). We begin our implementation of the insertion of $e$ by everting the tree $T$ at the leaf for $d$, resulting in a geodesic triangulation of $R$ corresponding to a red-black tree $T^{\prime}$ rooted at $d$. We then perform a non-destructive split on the dual tree $T^{\prime}$ at $f$ so that the edge $e$ is the diagonal between the geodesic triangles corresponding to the parent and grandparent of $d$, which gives us a new dual tree $T^{\prime \prime}$. We may then insert the edge $e$, cutting $T^{\prime \prime}$ at the edge dual to $e$. This results in two new regions $R_{1}$ and $R_{2}$ with corresponding dual trees $T_{1}$ and $T_{2}$. Notice that the root of $T_{1}$ (resp., $T_{2}$ ) has as one of its children the root of a red-black tree and as its other child the node $d$ (resp., $f$ ). We complete the construction, then, by performing a splice on the two children of the root of $T_{1}$ and the root of $T_{2}$, respectively. (See Figure 7.) Note that this construction requires that we perform $O(1)$ evert, split, and splice operations on the dual trees for $R_{1}$ and $R_{2}$. Each red-black tree rotation required to implement these operations in $T$ requires $O(\log n)$ time using the tertiary chain structures. Thus, this edge insertion can be implemented in $O\left(\log ^{2} n\right)$ time.

Let us therefore next consider the operation RemoveEdge $\left(e, v, w, R_{1}, R_{2} ; R\right)$. Let $T_{1}$ and $T_{2}$ be the dual trees for the geodesic triangulations of $R_{1}$ and $R_{2}$, respectively. We begin by performing an evert operation on $T_{2}$ to make the leaf corresponding to $e$ become the root for this new tree $T_{2}^{\prime}$ in $R_{2}$. We then perform a nondestructive split on $T_{1}$ at the leaf in $T_{1}$ corresponding to $e$, which gives us a new tree $T_{1}^{\prime}$. We then conceptually merge $R_{1}$ and $R_{2}$ by replacing the leaf for $e$ in $T_{1}^{\prime}$ with the root of $T_{2}^{\prime}$. That is, if we let $r$ denote the root of $T_{2}^{\prime}$, then we replace the leaf for $e$ by $r$. We complete the construction by performing a splice at the (new) parent for $r$, and then another splice at the grandparent of $r$. (See Figure 8.) This gives us a balanced tree for the entire region $R$. No-
tice that the implementation of this operation required $O(1)$ evert, split, and splice operations. Thus, it too can be implemented in $O\left(\log ^{2} n\right)$ time.

Lemma 4.2: Operations InsertEdge and RemoveEdge take each $O\left(\log ^{2} n\right)$ time.

## 5 Shortest Path Queries

In this section, we show how to extend our approach so as to efficiently answer shortest path queries in $\mathcal{S}$. In this case we are given two query point $p$ and $q$ and we wish to determine the shortest path between $p$ and $q$ that does not cross any edges of $\mathcal{S}$. We may assume, without loss of generality, that $p$ and $q$ belong to the same region in $\mathcal{S}$, since we can test if this is not the case in $O\left(\log ^{2} n\right)$ time [11]. So, suppose we are given two query points $p$ and $q$ in a region $P$ of $\mathcal{S}$, and we wish to perform a shortest path query for the pair $(p, q)$. We consider two variations of this query: reporting the length of the path, and reporting all the edges of the path.

In the following, an augmented balanced binary tree, called chain tree, will be used to represent a polygonal chain, where the leaves are associated with the edges, and the internal nodes with the vertices of the chain. Each node also corresponds to a subchain and stores its length. It should be clear that this information can be updated in $O(1)$ time per rotation, so that splitting or splicing two chain trees takes logarithmic time. With this representation, it is possible to find the two tangents from a point to a convex chain and the four common tangents between two convex chains in logarithmic time [22].

In order to support shortest path queries, we extend our data structure so as to store entire geodesic triangles. Specifically, we modify our data structure by storing at each node $\mu$ of tree $T$ the tails of the geodesic triangle $\tau$ associated with $\mu$, in addition to a representation of the deltoid region for $\tau$. In order to maintain this as a linear-space structure we do not store any portions already stored at an ancestor of $\mu$, however. The portions of tails stored at a node are represented with chain trees, and the missing chains are represented in $O(1)$ space
as a pair $v, w$ representing the interval of chain edges from $v$ to $w$ (which is a shortest path from $v$ to $w$ stored at an ancestor), where $v$ and $w$ are vertices of the geodesic triangle for $\mu$.

Lemma 5.1: The space requirement of the modified data structure is $O(n)$; the portion of the geodesic triangle stored at a node consists of $O(1)$ chains; and rotations in $T$ can be performed in $O(\log n)$ time.

Proof: We omit the details in this preliminary version.

If $p$ and $q$ are vertices of $R$, the geodesic path algorithm is as follows: First, we evert $T$ so that the dummy leaf of $T$ is associated with an edge incident on $p$. This takes $O\left(\log ^{2} n\right)$ time. Next, perform a non-destructive split at a leaf $\mu_{q}$ of $T$ incident upon $q$ to bring $\mu_{q}$ to be the grandchild of the root of $T$ so that the geodesic path from $p$ to $q$ is the diagonal separating the geodesic triangle for $\mu_{q}$ from the geodesic triangle for $p\left(\mu_{q}\right)$ (see Figure 7, as this is very similar to our operation for edge insertion with $v=p$ and $w=q$ ). Now, the shortest path between $p$ and $q$ is a diagonal in the geodesic triangulation for $R$, so that the length of the geodesic path and its $k$ edges can be retrieved in time $O(1)$ and $O(k)$, respectively, from the chain trees. Finally, we undo the above rotations to reset the data structure to its original state. The overall time complexity is $O\left(\log ^{2} n\right)$, plus $O(k)$ if the path is reported in addition to its length.

If $p$ and $q$ are not vertices of $R$, we "attach" them to the boundary of $R$ by means of two horizontal ray-shootings followed by two Attach Vertex operations, which takes $O\left(\log ^{2} n\right)$ time, and we apply the previous method.

Lemma 5.2: A shortest-path query takes time $O\left(\log ^{2} n\right)$ to report the length of the path, plus $O(k)$ time to report the $k$ edges of the path.

## 6 Conclusion

We have given a simple and efficient scheme for dynamically maintaining a connected subdivision $\mathcal{S}$ subject to ray shooting and shortest path queries. Our method was based on
maintain geodesic triangulations of each polygonal region in $\mathcal{S}$ through the use of an elegant duality between diagonal swaps between adjacent geodesic triangles and rotations in redblack trees. Since we implemented each rotation in $O(\log n)$ time, this resulted in worst-case running times of $O\left(\log ^{2} n\right)$ for queries and updates.

Hershberger and Suri [16] recently showed that one can triangulate the interior of a simple polygon (using additional interior points) so that any ray intersects $O(\log n)$ triangles. Applying our approach to this method would not improve the running time of updates, however, since an edge insertion would still require changing $O(\log n)$ edges, and we would still require a dynamic point location structure. Thus, this would still require $O\left(\log ^{2} n\right)$ time. Therefore, this still leaves as an open question whether one can achieve $o\left(\log ^{2} n\right)$ time for both updates and ray shooting queries in a dynamic connected subdivision.
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## A Rotation and Associated Splice during a Split
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[^2]:    ${ }^{1}$ Recall that in a split( $v$ ) operation one divides $T$ into $T_{1}$, which contains the nodes with in-order number small than $v$ 's in-order label, and $T_{2}$, which contains the nodes with larger in-order label; a splice $\left(T_{1}, T_{2}\right)$ reverses this operation.

[^3]:    ${ }^{2}$ In the standard red-black tree setting $r(n)$ is $O(1)$, but this will not be the case in our applications.

[^4]:    ${ }^{3}$ Recall that a left (resp., right) fringe node for a leaf-to-root path $\pi$ is a node that is a left (resp., right) child of a node on $\pi$ but is itself not on $\pi$.

