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## 1. INTRODUCTION

Geometric searching of multidimensional spaces is a fundamental operation in many fields, including astronomy, geographic information systems (GIS), computer graphics, information retrieval, pattern recognition, natural language processing, and statistics. Typical searches include nearestneighbor searches, farthest-neighbor searches, and range queries (which are intersection queries for geometric shapes). In this paper we study efficient data structures for performing such queries in moderate-dimensional spaces, that is, in spaces where the dimensionality, $d$, of the space can be viewed as a constant compared to the number, $n$, of multidimensional points in that space. ${ }^{4}$

### 1.1. Previous Related Work

Data structures for performing multidimensional geometric searching in moderate-dimensional spaces have been well studied in computational geometry and spatial databases [5, 7, 10, 11, 14, 18, 23, 28, 31]. There are, in fact, hosts of available data structures specializing in many kinds of geometric queries. For excellent surveys of many of these data structures see the papers by Agarwal and Erickson [1] and Matoušek [29]. Many previous data structures for performing geometric searching for a multidimensional point set $S$ are instances of a general class of structures known as binary space partition (BSP) trees [24] (see also [38]). Each node in a BSP tree $T$ represents both a convex region in space and all of the objects of $S$, in our case points, lying inside this region. Each leaf node in $T$ represents a region with a constant number of objects, points, of $S$ inside it. Every other node in $T$ has an associated hyperplane cut partitioning the region into two subregions, each corresponding to a child node. The root of $T$ is associated with a bounding hyperbox containing $S$. One of the main advantages of BSP trees is that they allow for simple multidimensional searching, with a typical comparison for a node $v$ in $T$ simply involving a sidedness test against the hyperplane cut associated with $v$. BSP trees are often used to solve problems in computer graphics [16, 34, 35, 39], such as global illumination, shadow generation, ray casting, and visibility. In these cases, the set $S$ often contains multidimensional objects. The objects stored may be points, lines, planes, or solids. They are also used in information retrieval for finding nearest neighbors and farthest neighbors, as well as performing range queries.
The performance bounds of a BSP tree $T$ for answering such queries for a point set $S$ are directly related to the depth of $T$ and the "fatness" $[2,3$,

[^0]$17,21,30,32$ ] (that is, the boundedness of the aspect ratios) of the regions associated with $T$ 's nodes. One class of BSP trees, $k$-d trees [8, 9, 25, 33], uses axis-orthogonal cutting hyperplanes that are placed to divide the set of points associated with a node roughly in half..$^{5}$ Such trees have excellent depth properties since their depth is $O(\log n)$. Unfortunately, since the points in $S$ can be arbitrarily distributed, the regions associated with points in a $k$-d tree can have arbitrarily large aspect ratios. This unbounded aspect ratio property of $k$-d trees partly accounts for why there are few simple theoretical results for geometric queries better than the $O\left(n^{1-1 / d}\right)$ worst-case running time for orthogonal range queries, even for approximate versions.

Another well-studied class of search structures include quadtrees [22, 36, $38]$ and octrees $[4,15,26,37]$ and is based on the alternate approach of using axis-orthogonal hyperplanes to divide region volumes equally. These structures produce space partitioning trees with regions having good aspect ratios, but their depths can be quite large, which again results in poor worst-case search times.

These poor worst-case performances of $k$-d trees and octrees have motivated some researchers to work beyond the BSP tree framework in search of alternate structures with good depth and aspect-ratio bounds. In particular, the balanced box-decomposition (BBD) tree structure of Arya et al. [5, 6], which is based on the fair-split tree of Callahan and Kosaraju [12, 13], provides a space partitioning tree that has $O(\log n)$ depth while also achieving bounded aspect ratio for regions associated with nodes. Arya et al. show that this structure can be used, for example, to perform approximate nearest-neighbor searching and range searching in $O(\log n+$ $k$ ) time, where $k$ is the size of the output. One difference in this approach is that it partitions space using nonhyperplanar cuts with "holes," which sacrifices the convexity property for the regions associated with nodes. This makes the BBD tree inappropriate for several applications in computer graphics and graph drawing, where convexity of the partitioned regions is desirable (e.g., see [19]).

### 1.2. Our Results

In this paper, we introduce a multidimensional space partition tree, which we call the balanced aspect ratio ( $B A R$ ) tree, that is defined for any set $S$ of $n$ points in $\mathbb{R}^{d}$. We build on previous work on the two-dimensional version [19] and expand on the original conference version of this paper [20]. The BAR tree data structure is conceptually quite simple, for it follows the traditional format of the BSP tree. Moreover, BAR trees

[^1]simultaneously achieve the desired properties of having $O(\log n)$ depth and ranges, associated with nodes, that are convex and "fat."

In the following sections, we give a general framework for BAR trees, some geometric searching applications that are supported by BAR trees, and finally an efficient method for constructing a BAR tree. For a point set $S$, our construction method uses hyperplane cuts that are either orthogonal to a coordinate axis or form $45^{\circ}$ angles with the coordinate axes, the latter of which we call corner cuts. This method can be viewed as an extension of the traditional $k$-d tree, since our BAR tree is identical to the $k$-d tree defined on $S$ as long as the $k$-d tree maintains a balanced aspect ratio. In fact, corner cuts are used only when an axis-parallel cut would produce a region that is too "skinny."

## 2. THE GENERAL BAR TREE FRAMEWORK

In this section, we develop a general framework for constructing BAR trees. We begin by defining what we mean by bounded aspect ratio.

Definition 2.1. A convex region $R$ in $\mathbb{R}^{d}$ has aspect ratio $\operatorname{asp}(R)=$ $O_{R} / I_{R}$ with respect to some underlying metric, where $O_{R}$ is the radius of the smallest circumscribed hypersphere in $\mathbb{R}^{d}$ and $I_{R}$ is the radius of the largest inscribed $d$-hypersphere. $R$ has balanced aspect ratio with maximum aspect ratio $\alpha \geq 1$, if $\operatorname{asp}(R) \leq \alpha$. We call such a region an $\alpha$-balanced region. A collection of regions, $\mathscr{R}$, has balanced aspect ratio with balancing factor $\alpha$ if each region $R \in \mathscr{R}$ is an $\alpha$-balanced region.

Typically, we use one of the standard $L_{p}$ metrics to define aspect ratios, as the aspect ratio defined for one $L_{p}$ metric is within a polynomial factor of $d$ from the aspect ratio for another $L_{p}$ metric. In keeping with the current convention [3, 21, 30], we use the terms fat and skinny to refer to regions which have respectively balanced and unbalanced aspect ratios. This definition of aspect ratio implies that the ratio between the width and the diameter of a fat region is bounded from below by a function depending only on $\alpha$ and $d$. As in the BBD tree [6], the fact that all regions in the BAR tree are $\alpha$-balanced helps prove worst-case bounds on some geometric approximation problems.

Definition 2.2. A canonical (cut) set, $\mathscr{C}=\left\{\vec{v}_{1}, \vec{v}_{2}, \ldots, \vec{v}_{\gamma}\right\}$, is a collection of $\gamma$, not necessarily independent, vectors that span $\mathbb{R}^{d}$ (thus, $\gamma \geq d$ ). A canonical cut is any hyperplane, $H$, in $\mathbb{R}^{d}$ with a normal in $\mathscr{C}$. A canonical region is a convex polyhedron in $\mathbb{R}^{d}$ with every facet having a normal in $\mathscr{C}$.

Definition 2.3. Any two canonical cuts $H$ and $H^{\prime}$ that are normal to the same vector in $\mathscr{E}$, i.e., parallel to each other, are called opposing canonical cuts. For any bounded region $R$, define the canonical bounding cuts with respect to a direction $\vec{v}_{i} \in \mathscr{C}$ to be the two unique opposing canonical cuts normal to $\vec{v}_{i}$ and tangent to $R$. Intuitively, $R$ is sandwiched between the two opposing cuts. For simplicity, when referring to the canonical cuts of a region $R$, we always mean the canonical bounding cuts.

The canonical set used to define a partition tree can vary from method to method. For example, the standard $k$-d tree algorithm uses a canonical set composed of all axis-parallel directions. For notation, we often refer to a canonical cut by its normal vector, $\vec{v}_{i} \in \mathscr{C}$. For instance, in the $k$-d tree model we would represent a cut orthogonal to the $y$-axis by $(0,1,0, \ldots, 0)$. Let $|R|$ represent the number of points from a given data set $S$ contained in the region $R$, i.e., its size in terms of points rather than volume.

Definition 2.4. An $\alpha$-balanced canonical region, $R$, is one-cuttable with reduction factor $\beta$, where $1 / 2 \leq \beta<1$, if there is a cut $s_{1} \in \mathscr{C}$, called a one-cut, dividing $R$ into two subregions $R_{1}$ and $R_{2}$ such that

1. $\quad R_{1}$ and $R_{2}$ are $\alpha$-balanced canonical regions.
2. $\left|R_{1}\right| \leq \beta|R|$ and $\left|R_{2}\right| \leq \beta|R|$.

Definition 2.5. An $\alpha$-balanced canonical region, $R$ is $k$-cuttable with reduction factor $\beta$, for $k>1$, if there is a cut $s_{k} \in \mathscr{E}$, called a $k$-cut, dividing $R$ into two subregions $R_{1}$ and $R_{2}$ such that

1. $\quad R_{1}$ and $R_{2}$ are $\alpha$-balanced canonical regions,
2. $\left|R_{2}\right| \leq \beta|R|$,
3. Either $\left|R_{1}\right| \leq \beta|R|$ or $R_{1}$ is $(k-1)$-cuttable with reduction factor $\beta$.

In other words, the sequence of cuts, $s_{k}, s_{k-1}, \ldots, s_{1}$, results in $k+1$ balanced canonical regions each containing no more than $\beta n$ points. If $\beta$ is understood, we simply say $R$ is $k$-cuttable.

We can now describe the basic steps to construct the BAR tree; see Algorithm (1) (Fig. 1).

Theorem 2.1. Suppose we are given a canonical set $\mathscr{C}$ and values $\alpha$ and $\beta$. If every possible $\alpha$-balanced canonical region is $k$-cuttable, then, for any set $S$, Algorithm 1 constructs a BAR tree with maximum aspect ratio $\alpha$, depth $O\left(k \log _{1 / \beta} n\right)$, and size $O(k n)$.

Proof. We start with an initial bounding $\alpha$-balanced canonical region on $S$. If the set size is larger than a constant value, the construction

```
CREATE-BAR-TREE ( }u,\mp@subsup{S}{u}{},\mp@subsup{R}{u}{},\alpha,\beta
    // u is the current node (initially the root node)
    // Su is the current point set (initially S)
    // Ruu is the \alpha-balanced region containing Su
    // (initially a bounding hypercube of S)
    (Optional) node u can contain any of the following:
        region }\mp@subsup{R}{u}{
        a sample point p\inS Su
        the size of the set, |Su|
    if }|\mp@subsup{S}{u}{}|\leqleafSize the
    (leaf) node }u\mathrm{ stores the set }\mp@subsup{S}{u}{
    return
    find si, an i-cut for }\mp@subsup{R}{u}{}\mathrm{ , for smallest value of i
    (internal) node }u\mathrm{ stores }\mp@subsup{s}{i}{
    create two child nodes of u,v and w
    partition }\mp@subsup{S}{u}{}\mathrm{ into }\mp@subsup{S}{v}{}\mathrm{ and }\mp@subsup{S}{w}{}\mathrm{ by the cut }\mp@subsup{s}{i}{
    partition }\mp@subsup{R}{u}{}\mathrm{ into }\mp@subsup{R}{v}{}\mathrm{ and }\mp@subsup{R}{w}{}\mathrm{ by the cut }\mp@subsup{s}{i}{
    call CREATE-BAR-TREE ( }v,\mp@subsup{S}{v}{},\mp@subsup{R}{v}{},\alpha,\beta
    call CREATE-BAR-TREE ( }w,\mp@subsup{S}{w}{},\mp@subsup{R}{w}{},\alpha,\beta
```

FIG. 1. Algorithm describing construction of the BAR tree.
algorithm finds an $i$-cut for the smallest value of $i$. The method to find the appropriate $i$-cut is described in Section 5. Since the regions are all $k$-cuttable, after at most $k$ iterations we perform a one-cut. This process divides any region $R_{u}$ into a sequence of at most $k+1 \alpha$-balanced subregions each containing fewer than $\beta\left|R_{u}\right|$ of the points. The process, down any path of subregions, can be repeated for no more than $O\left(\log _{1 / \beta} n\right)$ times, resulting in the stated tree depth bound.

Each node may optionally store several values. The choice is based on performance to storage concerns. Since the canonical regions are constructed from a constant, $\gamma$, set of cutting directions, there are at most $2 \gamma$ facets forming any canonical region $R_{u}$. Therefore, even if all values are stored, the total space used by the constructed BAR tree is $O(k n)$.

The main challenge in creating a specific instance of a BAR tree is in defining a canonical set $\mathscr{E}$ such that every possible $\alpha$-balanced canonical region is $k$-cuttable with reduction factor $\beta$ for reasonable choices of $\alpha$, $\beta$, and $k$. But, before we do this, let us motivate our exploration of BAR trees by describing a few of their applications.

## 3. BAR TREE APPLICATIONS

Suppose we are given a point set $S$ of $n$ points in $\mathbb{R}^{d}$. After constructing a BAR tree $T$ on $S$, we are able to perform some useful geometric queries. For any query point $q \in R^{d}$, we are able to report efficiently both the approximate-nearest and approximate-farthest neighbors of $q$ in $S$. If we are also given a radius $r$, we are able to return efficiently all points within a distance $r$ from $q$ plus possibly any points that are approximately near $r$, which is a form of approximate range searching. Interestingly, each of these queries works under any of the Minkowski $L_{p}$ metrics using the same tree $T$. We more formally describe some of these applications shortly.

Arya et al. $[5,6]$ propose a technique to solve the approximate nearestneighbor and approximate range query problems by constructing a balanced box-decomposition tree. Similar to our BAR tree, these trees maintain an $\alpha$-balanced aspect ratio, but only by introducing nonconvex hole cuts. Their arguments and techniques for solving these query problems, however, are easily transferable to our data structure.

Definition 3.1. For a set $S$ of points in $\mathbb{R}^{d}$, a query point $q \in \mathbb{R}^{d}$, and $\epsilon>0$, a point $p \in S$ is a $(1+\epsilon)$-nearest neighbor of $q$ if $\delta(p, q) \leq(1+$ $\epsilon) \delta\left(p^{*}, q\right)$, where $p^{*}$ is the true nearest neighbor to $q$.

In other words, such a $p$ is within a constant error factor of the true nearest neighbor. This definition can also be extended for a sequence of $(1+\epsilon)$-nearest neighbors. Rather than adapt all theorems presented by Arya et al., we instead prove another useful query operation, applicable to both their methods and ours, and establish an important packing feature for BAR trees.

Definition 3.2. For a set $S$ of points in $\mathbb{R}^{d}$, a query point $q \in \mathbb{R}^{d}$, and $\epsilon>0$, a point $p \in S$ is a ( $1-\epsilon$ )-farthest neighbor of $q$ if $\delta(p, q) \geq$ $\delta\left(p^{*}, q\right)-\epsilon D$, where $p^{*}$ is the true farthest neighbor and $D$ is the diameter of the point set.

Notice that we are using an absolute error bound rather than the standard relative error, $\delta(p, q) \geq(1-\epsilon) \delta\left(p^{*}, q\right)$, because the absolute bound is tighter in every case. Imagine a point set that is tightly contained in the unit sphere and a query point that is extremely far from this sphere, say $100 / \epsilon$ units. Now, any point returned would be a $(1-\epsilon)$-farthest neighbor of $S$ using the standard relative error bound. In our definition, a query point is the better of the absolute and relative distances, within a constant factor of $\epsilon$. Since we are searching for the farthest neighbor, any query point must be at least half the diameter, $D$, of the point set away
from one of the points in the set, $\delta\left(p^{*}, q\right) \geq D / 2$. Letting $\epsilon^{\prime}=2 \epsilon$, we see that

$$
\begin{aligned}
\delta(p, q) & \geq \delta\left(p^{*}, q\right)-\epsilon D \\
& \geq \delta\left(p^{*}, q\right)-\epsilon 2 \delta\left(p^{*}, q\right) \\
& =(1-2 \epsilon) \delta\left(p^{*}, q\right) \\
& =\left(1-\epsilon^{\prime}\right) \delta\left(p^{*}, q\right) .
\end{aligned}
$$

Hence, using an absolute error bound $\epsilon$ in the approximate farthestneighbor query always gives a point whose distance is at least as far as the distance allowed using a relative error bound of $2 \epsilon$.

In fact, one can extend this notion and our arguments to compensate for this problem in nearest-neighbor queries as well, i.e., when the query point is relatively far away from the entire data set. We strengthen Definition 3.1 to state that a point $p \in S$ is a $(1+\epsilon)$-nearest neighbor of $q$ if $\delta(p, q) \leq$ $\min \left\{(1+\epsilon) \delta\left(p^{*}, q\right), \delta\left(p^{*}, q\right)+\epsilon D\right\}$. Recall our previous example with a query point $q$ that is $100 / \epsilon$ units from $S$. In the original definition, any point returned would be a $(1+\epsilon)$-nearest neighbor. Using the stricter definition, the approximate nearest neighbor must also lie within $\epsilon$ times the diameter of the point set away from $p^{*}$.
We now discuss the farthest neighbor approximation algorithm using a BAR tree. Given our query point $q$, we begin by finding a leaf node that is the farthest away from $q$. Here, a region's maximum distance from a point is considered, implying that, in theory, the node containing the point $q$ might still also be the node that is the farthest from $q$. We next enumerate, via a priority queue, all leaf nodes in decreasing order of distance, i.e., farthest leaf nodes first. For every leaf node, we compute the distances between $q$ and that node's data points and maintain the current farthest visited point $p$. When the distance between $q$ and the current farthest node is less than $\delta(p, q)+\epsilon D$, we can terminate the search, as $\delta\left(p^{*}, q\right)$ $<\delta(p, q)+\epsilon D$.
A priority queue can be maintained in such a way that the running time is $O(\log n)$ times the number of leaf nodes visited. The key to the algorithm's success is that the number of leaf nodes visited can be limited by using a packing argument. Let us, therefore, describe both the priority queue technique and the packing argument needed to limit the number of leaf nodes visited.

### 3.1. Farthest-Neighbor Search Algorithm

First we focus on the searching technique; see Algorithm 2 (Fig. 2). To avoid confusion between points in space and in the data set, we call a point

```
APPROXIMATE-FARTHEST-NEIGHBOR \((q, \epsilon)\)
\(Q \leftarrow \operatorname{root}(T)\)
\(p \leftarrow q\)
do \(u \leftarrow Q\). extractMax()
    if \(\Delta(u, q) \leq \delta(p, q)+\epsilon D\)
                return \(p\)
    while \(u\) is not a leaf
            \(u_{1} \leftarrow \operatorname{leftChild}(u)\)
            \(u_{2} \leftarrow \operatorname{rightChild}(u)\)
                for all \(p^{\prime}\) in dataSet (u)
                if \(\delta\left(p^{\prime}, q\right)>\delta(p, q)\)
                    \(p \leftarrow p^{\prime}\)
                if \(\Delta\left(u_{1}, q\right) \geq \Delta\left(u_{2}, q\right)\)
                \(Q . \operatorname{insert}\left(\Delta\left(u_{2}, q\right), u_{2}\right)\)
                \(u \leftarrow u_{1}\)
                else
                Q.insert \(\left(\Delta\left(u_{1}, q\right), u_{1}\right)\)
                \(u \leftarrow u_{2}\)
    end while
    // \(u\) is now a leaf
    for all \(p^{\prime}\) in dataSet ( \(u\) )
        if \(\delta\left(p^{\prime}, q\right)>\delta(p, q)\)
            \(p \leftarrow p^{\prime}\)
    repeat
```

FIG. 2. The basic algorithm to perform farthest-neighbor priority searching.
$p$ a data point if $p \in S$ and a point $r$ a real point if $r \in \mathbb{R}^{d}$. For any node $u$ and its associated region $R$, let $\Delta(u, q)=\Delta(R, q)=\max _{r \in R} \delta(r, q)$; i.e., the distance between $q$ and a node $u$ is the distance between $q$ and the farthest real point from $q$ in the region $R$.
Initially, a priority queue $Q$ starts with the root node of $T$. Let $p$ be the current farthest neighbor, initially set to $q$. At every stage, extract from $Q$ the node, $u$, that is the farthest away from $q$. If $\Delta(u, q) \leq \delta(p, q)+\epsilon D$, we return $p$ as the $(1+\epsilon)$-approximate farthest neighbor. If $u$ is a leaf node, let $p^{\prime} \in S$ be the node's associated data point, if any. If $\delta\left(p^{\prime}, q\right)>$ $\delta(p, q)$, let $p \leftarrow p^{\prime}$. Remove $u$ from consideration, and continue with the next node in $Q$. If $u$ is not a leaf, let $u_{1}$ and $u_{2}$ be $u$ 's children. Since $u=u_{1} \cup u_{2}$, one of the two nodes must contain the real point that was farthest away from $q$. Without loss of generality, let this be $u_{1}$ and insert $u_{2}$ into the queue. Use $u_{1}$ as the next "extracted" node from $Q$ and continue.

Lemma 3.1. Given a BAR tree $T$ with $O(\log n)$ depth, $O(n)$ nodes, and a constant number of canonical vectors, for any query point $q, a(1-\epsilon)$-farthest neighbor to $q$ can be found in $O(l \log n)$ time, where $l$ is the number of leaf nodes visited in our algorithm.

Proof. First, we can see the correctness of our algorithm by looking at the leaf node $u^{*}$ containing $p^{*}$. If $u^{*}$ has been visited, our algorithm would set $p \leftarrow p^{*}$ and return the correct solution upon termination. If $u^{*}$ has not yet been visited, implying $p \neq p^{*}$, let $u$ be the last node visited before termination. Thus, it follows that:

$$
\begin{aligned}
\delta\left(p^{*}, q\right) & \leq \Delta\left(u^{*}, q\right) \\
& \leq \Delta(u, q) \\
& \leq \delta(p, q)+\epsilon D
\end{aligned}
$$

Since our algorithm only performs extract operations after reaching a leaf node, which has depth $O(\log n)$, we execute $O(\log n)$ queue inserts per leaf node visited and one extract per leaf node. If we use a Fibonacci heap, insertions take $O(1)$ amortized time and extractions take $O(\log n)$ time, since the queue has size $O(n)$. Since there are a constant number of cut directions, every canonical region has constant complexity. Deciding which node is farther takes constant time. Thus, if $l$ is the number of leaf nodes visited, the algorithm terminates in $O(l \log n)$ steps.

### 3.2. Packing Constraint

As in the nearest-neighbor algorithm of Arya et al., if we can limit the number of leaf nodes that we need to visit, we can bound the running time. This is where a packing constraint comes in.

Definition 3.3. For any annulus $A$ with center $p$ and radii $r_{1}$ and $r_{2}$, a region $R$ pierces $A$ if and only if there exists two real points $q_{1}, q_{2} \in R$ such that $\delta\left(p, q_{1}\right) \leq r_{1} \leq r_{2} \leq \delta\left(p, q_{2}\right)$.

In other words, the region $R$ lies on both sides of the two concentric hyperspheres defining $A$.

Lemma 3.2 (Packing lemma). Given a $B A R$ tree with maximum aspect ratio $\alpha$ for a set $S$ of data points in $\mathbb{R}^{d}$ and two size parameters $r, r^{\prime}>0$, using any Minkowski metric, $L_{p}$, there are $O\left((\alpha \sqrt{d})^{d}\left(r / r^{\prime}\right)^{d-1}\right)$ leaf nodes which pierce any annulus with radii $r+r^{\prime}$ and $r$.

Proof. Let $l$ be a leaf node in the tree with associated region $R$ that pierces the annulus, $A$. This means that the outer radius $O_{R} \geq r^{\prime} / 2$. Let $B$ be any $L_{1}$ hyperspace of radius $r^{\prime}$ whose center lies inside $R$. Since $R$ is convex and fat, from [32] we can see that $V_{B \cap R} \geq V_{B} / \alpha^{d}$. Since $R$ pierces
$A$, we know that there exists a point $p \in R$ such that the hypersphere $B$ centered at $p$ with radius $r^{\prime}$ is completely contained in $A$. Let $R^{\prime}=R \cap A$. Since $B \cap A=B, B \cap R=B \cap A \cap R \subset R^{\prime}$. Therefore, $V_{R^{\prime}} \geq V_{R \cap B} \geq$ $V_{B} / \alpha^{d} \geq\left(r^{\prime} /(\alpha \sqrt{d})\right)^{d}$.
Let us calculate the volume of any annulus, $A$, with radii $r+r^{\prime}$ and $r$. Since we are dealing with many possible metrices, let us concentrate on the $L_{\infty}$ metric which produces the largest volume annulus. The volume in this metric is equal to the difference between the volume of the outer and inner boxes of length $2\left(r+r^{\prime}\right)$ and $2 r$, respectively. Thus, in the $L_{\infty}$ metric, $V_{A}=\left(2 r+2 r^{\prime}\right)^{d}-(2 r)^{d}=(2 r)^{d}\left(\left(1+r^{\prime} / r\right)^{d}-1\right)$. In any of the other $L_{p}$ metrics, the volume of the annulus is less than this amount.

Since the regions associated with the leaf nodes do not overlap, the number of leaf nodes, $L$, piercing $A$ is smaller than the ratio of the two volumes, i.e., $L \leq V_{A} / V_{R^{\prime}} \leq(2 \alpha \sqrt{d})^{d}\left(\left(r / r^{\prime}+1\right)^{d}-\left(r / r^{\prime}\right)^{d}\right)=$ $O\left((\alpha \sqrt{d})^{d}\left(r / r^{\prime}\right)^{d-1}\right)$.

Our only other concern, then, is that some leaf nodes might not contain any points, as we never made this stipulation in our general framework. Ignoring these empty nodes altogether averts this problem entirely. At any nonleaf node, if one of the two children is empty, the algorithm simply proceeds to the other child, without even inserting it onto the queue, as if the split never happened. Since the regions are all $k$-cuttable, there are at most $k-1$ regions in sequence that can be empty.

Theorem 3.1. Suppose we are given a BAR tree $T$ with depth $O\left(\log _{1 / \beta} n\right)$, a balancing factor $\alpha$, and a constant number of canonical vectors on a point set $S$ with diameter $D$ and $n$ data points. For any query point $q, a(1-\epsilon)$ farthest neighbor to $q$ can be found in $O\left((\alpha \sqrt{d})^{d}(1 / \epsilon)^{d-1} \log _{1 / \beta} n\right)$ time.

Proof. Except for the last node, any visited leaf node, $u^{\prime}$, with associated point $p^{\prime}$, has $\Delta\left(u^{\prime}, q\right)>\delta(p, q)+\epsilon D$. Also, by the fact that $p$ was the farthest point found we know that $\delta\left(p^{\prime}, q\right) \leq \delta(p, q)$. Thus, every leaf node visited by the algorithm must completely pierce the annulus $A$ of radii $\delta(p, q)$ and $\delta(p, q)+\epsilon D$ centered at $q$. Now, we can categorize the query into one of two groups. If $\delta(p, q) \leq 2 D$, we know from the packing lemma (3.2) that the number of leaf nodes visited is $L=$ $O\left((\alpha \sqrt{d})^{d}(\delta(p, q) /(\epsilon D))^{d-1}\right)=O\left((\alpha \sqrt{d})^{d}(1 / \epsilon)^{d-1}\right)$. Otherwise, $\delta(p, q)$ $>2 D$, but since the diameter of $S$ is $D$, all the points lie inside a ball, $B_{S}$, of radius $D$. Since every leaf node must also lie at least partly inside $B_{S}$, the number of leaf nodes visited is actually the number of leaf nodes piercing $A^{\prime}=A \cap B_{S}$. Using the same volume packing argument with the more constrained volume, we see that this case also yields $L=$ $O\left((\alpha \sqrt{d})^{d}(D /(\epsilon D))^{d-1}\right)=O\left((\alpha \sqrt{d})^{d}(1 / \epsilon)^{d-1}\right)$.

Applying Lemma 3.1, we get a running time of

$$
O\left(\log _{1 / \beta} n(\alpha \sqrt{d})^{d}(1 / \epsilon)^{d-1}\right),
$$

and the stated bound follows.

## 4. CORNER-CUT BAR TREES

We now show a specific instance of a BAR tree. Ideally, when constructing a BAR tree we would prefer to use only axis-orthogonal cuts, but this is not possible. For example, if the majority of the points are concentrated at a particular corner of a hyperbox region, any axis-orthogonal cut is either too close to the opposing face or does not partition the points in the region well, resulting in large tree depth. Figure 9a illustrates this problem. Our solution is to introduce corner cuts that yield enough freedom of direction to construct a BAR tree.

Definition 4.1. A corner cut in $\mathbb{R}^{d}$ is a hyerplane whose normal vector is of the form $\left(I_{0}, I_{1}, \ldots, I_{d}\right)$ where $I_{i} \in\{1,-1\}$.

Note that there are $2^{d}$ possible corner cuts corresponding to all combinations of $\pm 1$. In the plane, such a cut forms a $45^{\circ}$ angle with both the $x$ and the $y$-axes (see Fig. 3). The advantage of using these corner cuts becomes clear in Section 5. Let us now define a canonical cut set that is sufficient for constructing an efficient BAR tree.


FIG. 3. (a) Corner cuts in the plane, (b) corner cuts in 3-d.

### 4.1. Corner Cut Canonical Set

Define the corner cut canonical set, $\mathscr{E}$, to be the set of all cuts which are either axis-orthogonal or corner cuts, that is, all cuts whose normal is of the form $(0,0, \ldots, 1, \ldots, 0)$ or $\left(I_{0}, I_{1}, \ldots, I_{d}\right)$ where $I_{i} \in\{1,-1\}$. Let $\mathscr{C}^{\prime}$ be the set of axis-orthogonal cuts and $\mathscr{C}^{\prime \prime}$ be the set of corner cuts ( $\mathscr{C}=$ $\mathscr{C}^{\prime} \cup \mathscr{C}^{\prime \prime}$ ).

For the remainder of this section, all references to the canonical cut set $\mathscr{C}$ refer to the above defined corner cut canonical set. For a canonical region $R$ consider a direction vector $\vec{v}_{i} \in \mathscr{C}$. Let $w_{i}(R)$ be the distance between any two bounding canonical cuts of $R$ normal to $\vec{v}_{i}$. For simplicity, let us normalize the distance between two opposing planes by using the Euclidean metric, $L_{2}$. For a region $R$, this means that for the two bounding canonical corner cuts $b$ and $c$, with normal $\vec{v}_{i}$, whose equations are of the form $b: \vec{v}_{i} \vec{x}=a_{1}$ and $c: \vec{v}_{i} \vec{x}=a_{2}$, we have $\mathrm{w}_{i}(R)=\mid a_{1}-$ $a_{2} \mid / \sqrt{d}$.

Definition 4.2. For any canonical region $R$, we define several terms for the various sides of the region.

- The maximum width of $R$ is $\max (R)=\max _{i \in \mathscr{E}}\left(\mathrm{w}_{i}(R)\right)$.
- The maximum bounding box width of $R$ is

$$
\max ^{\prime}(R)=\max _{i \in \mathscr{E}^{\prime}}\left(\mathrm{w}_{i}(R)\right) .
$$

- Similarly, we define the minimum width of $R, \min (R)$, and the minimum bounding box width of $R, \min ^{\prime}(R)$.
- A canonical region $R$ has canonical aspect ratio, $\operatorname{casp}(R)=$ $\max (R) / \min (R)$.

In other words, the canonical aspect ratio is the ratio of the longest to smallest widths among the $2^{d-1}+d$ face pairs. Observe that because the bounding box is from a subset of the canonical cuts, namely all axisorthogonal directions, we have $\max ^{\prime}(R) \leq \max (R) \leq \max ^{\prime}(R) \sqrt{d}$ and $\min ^{\prime}(R) \geq \min (R)$.

Since it is easier to use the canonical aspect ratio rather than the general aspect ratio for this section, let us briefly discuss why $\operatorname{asp}(R)$ $=\Theta\left(\operatorname{casp}(R)\right.$. Notice that $O_{R} \leq \max ^{\prime}(R) \sqrt{d} / 2 \leq \max (R) \sqrt{d} / 2=$ $O(\max (R))$. Also, notice that $O_{R} \geq \max (R) / 2=\Omega(\max (R))$. Therefore, the outer radius and the maximum width are equivalent, i.e., $O_{R}=$ $\Theta(\max (R))$. Now let $B$ be the largest ball inscribed in $R$ with radius $I_{R}$. Notice that $I_{R} \leq \min (R) / 2=O(\min (R))$. Now, $B$ either touches two parallel hyperplanes from $R$ or is bounded by a tetrahedron $\mathscr{T}$ formed by $d+1$ different hyerplanes from $R$. If the former case is true, then
$I_{R}=\min (R) / 2=\Theta(\min (R))$. Otherwise, $B$ is the largest inscribed ball in $\mathscr{T}$, and so $I_{R}=I_{\mathscr{F}}$. Let $\delta=\min (\mathscr{T})$ be the smallest distance between one plane and its opposing point, i.e., the smallest width in each of the $d+1$ directions. Notice that $\delta=\min (\mathscr{T}) \geq \min (R)$. The regular tetrahedron $\tau$ whose height is $\delta$ must fit inside $\mathscr{T}$. Since $d$ is assumed to be constant, we know that $I_{\tau}=\Theta(\delta)$. Therefore $I_{R}=I_{\mathscr{S}} \geq I_{\tau}=\Theta(\delta)=\Theta(\min (R))$, and, consequently, $I_{R}=\Theta(\min (R))$. Solving for the aspect ratio of $R$, we see that $\operatorname{asp}(R)=O_{R} / I_{R}=\Theta(\max (R)) / \Theta(\min (R))=\Theta(\operatorname{casp}(R))$.

As a result, for the remainder of this section, we call a canonical region $R \alpha$-balanced if $\operatorname{casp}(R) \leq \alpha$ for some $\alpha \geq 1$.

Even with the introduction of the corner cuts, it is not possible to guarantee that there exists a single cut that divides the region into two subregions with equal number of points and good aspect ratios. We do, however, prove that any balanced canonical region $R$ is two-cuttable for sufficiently large values of $\alpha$ and $\beta$. Before we describe a simple linear time algorithm to determine the sequence of cuts, we give several important definitions and properties of the corner cut canonical set.

### 4.2. Corner Cut Set Properties

In the process of making a corner cut $c^{\prime}$ (parallel to a facet $c$ ) in a region $R$, it is possible to create a subregion, $R_{1}$, such that some other bounding canonical cut $x \in R$ is no longer a bounding canonical cut in $R_{1}$. In other words, $x$ is no longer tangential to the new subregion $R_{1}$. If this is the case, we simply use the bounding canonical cut $x^{\prime} \in R_{1}$ which is parallel to $x$ (see Fig. 4).

Lemma 4.1. Suppose we are given a convex polyhedral region $R$ and two parallel hyperplanes $l$ and $r$ intersecting $R$ (see Fig. 5a). We have three ( possibly empty) subregions of $R$ lying to the left, middle, and right of the two


FIG. 4. Observe that $x$ and $y$ are not tangential to region $R_{1}$ but $x^{\prime}$ and $y^{\prime}$ are.


FIG. 5. (a) Two cuts $l$ and $r$ which divide a region $R$ into subregions $R_{l}, R_{m}$, and $R_{r}$. (b) Pairs of parallel cuts $\left(l_{1}, r_{1}\right)$ and ( $l_{2}, r_{2}$ ) divide region $R$ into several subregions. The shaded areas are the intersections of the outer regions. Note, one intersection is the emptyset $\left(r_{1} \cap r_{2}\right)$.
hyperplanes, respectively, $R_{l}, R_{m}$, and $R_{r}$. For any $1 \geq \beta \geq 1 / 2$, one of the following is true:

- there exists a hyperplane $m$ parallel to $l$ and $r$ intersecting $R_{m}$ which divides the region into two subregions both of which have no more than $\beta|R|$ points, or
- no less than $\beta|R|$ points lie in either $R_{l}$ or $R_{r}$.

Proof. Assume the contrary. Then, $\left|R_{l}\right|<\beta|R|$ implies that $\left|R_{m}\right|+\left|R_{r}\right|$ $\geq \beta|R|$ or else the line $l$ would be a suitable choice for $m$. Similarly, we know that $\left|R_{l}\right|+\left|R_{m}\right| \geq \beta|R|$. We now continually sweep a hyperplane $m$ from $l$ toward $r$. Let $R_{1}$ and $R_{2}$ be the two subregions of $R$ to the left and right of $m .\left|R_{1}\right|=\left|R_{l}\right|+x$ for $0 \leq x \leq\left|R_{m}\right|$. This implies that there exists $x \in\left\{0, \ldots,\left|R_{m}\right|\right\}$ such that $\left|R_{1}\right|=\beta|R|$ and $\left|R_{2}\right|=|R|-\beta|R| \leq \beta|R|$ for $\beta \geq 1 / 2$. Thus, there exists a hyperplane parallel to $l$ and $r$ which intersects $R_{m}$ and divides $R$ into two regions of size no more than $\beta|R|$, contradicting our original assumption.

In other words, either there exists a dividing cut that partitions a region into two subregions each with less than a constant fraction of the original number of points or one of the two outside regions has more than this fraction of points. In the latter case, we call this region the dense outer region, $\operatorname{dor}_{l, r}(R)$, where $l$ and $r$ are the two parallel hyperplanes. If there exists a dividing cut, $m$, then $\operatorname{dor}_{l, r}(R)=\varnothing$.

Lemma 4.2. Suppose we are given a convex region $R$ and $k$ pairs of parallel hyperplanes $\left(l_{i}, r_{i}\right), i \in\{1, \ldots, k\}$ (see Fig. 5b). For any $\beta \geq(k-$ $1) / k$ (and $\beta \geq 1 / 2$ ), one of the following is true:

- there exists a hyperplane m parallel to one of the pairs which divides the region into two subregions of size less than $\beta|R|$, or
- $|P| \geq(1-(1-\beta) k)|R|$, where $P=\bigcap_{i=1}^{k} \operatorname{dor}_{l_{i}, r_{i}}(R)$.

Proof. Assume that there does not exist a hyperplane $m$ dividing the region into two small subregions. By Lemma 4.1, every pair must have a dense outer region for $R$ or we would have a dividing hyperplane $m$. For each pair $\left(l_{i}, r_{i}\right)$, let $P_{i}=\operatorname{dor}_{l_{i}, r_{i}}(R)$ be the dense outer region of $R$ for each pair of hyperplanes.
If $k=1$, we know from Lemma 4.1, $\left|P_{1}\right| \geq \beta|R|=(1-(1-\beta) k)|R|$. By induction, assume the theorem holds for all values less than $k$. Recall from set theory that for two sets $A$ and $B,|A \cap B|=|A|+|B|-|A \cup B|$. Let $P^{\prime}=\bigcap_{i=1}^{k-1} P_{i}$. We know that $\left|P^{\prime} \cup P_{k}\right| \leq|R|$. Then, $P=P^{\prime} \cap P_{k} \Rightarrow|P|$ $\geq(1-(1-\beta)(k-1))|R|+\beta|R|-|R|=(1-(1-\beta) k)|R|$. Thus, the result holds for all $k$.

One simple corollary that can be derived from this lemma is the following: if the intersection of all the dense outer regions is empty and $\beta>(k-1) / k$, a hyperplane cut must exist that divides the region into two subregions of size less than $\beta|R|$ each, as there is no other alternative location for the points to lie.

Definition 4.3. Given an $\alpha$-balanced canonical region $R$ and a canonical cut $c$ with normal $\vec{v}_{i}$, sweep a cut $c^{\prime}$ from $c$ toward the opposing cut $b$. Let $P$ be the subregion of $R$ between $c$ and $c^{\prime}$. If $P$ is initially not a single point, which we consider to have good aspect ratio, sweep $c^{\prime}$ until the first time $\operatorname{casp}(P)=\alpha$. Call the region $P$ the shield region of $c$ in $R s_{c}(R)$. Let the dense outer shield $\operatorname{dos}_{i}(R)$ be the shield region $\mathrm{s}_{b}(R)$ or $\mathrm{s}_{c}(R)$, such that $\left|\operatorname{dos}_{i}(R)\right|=\max \left(\left|\mathrm{s}_{b}(R)\right|,\left|\mathrm{s}_{c}(R)\right|\right)$.

Before we proceed, observe that the sweep must terminate. First, if the initial region $P$ is not a point, $\operatorname{casp}(P)=\infty>\alpha$. Since $R$ is $\alpha$-balanced, if $c^{\prime}$ reached $b$ then $P=R$ and $\operatorname{casp}(P) \leq \alpha$. Since the aspect ratio function is continuous, at some point during the sweep casp $(P)$ must equal $\alpha$ and the sweep terminates.

Property 4.1. For any vector $\vec{v}_{i}$ with canonical cut $c, w_{i}\left(s_{c}(R)\right) \leq$ $\max (R) / \alpha$.

Corollary 4.1. Given a canonical region $R$, a vector $\vec{v}_{i} \in \mathscr{C}$, and a reduction factor $1>\beta \geq 1 / 2$, let $b$ and $c$ be the two opposing canonical cuts
in $R$ with normal $\vec{v}_{i}$. If $\mathrm{s}_{b}(R) \cap \mathrm{s}_{c}(R)=\varnothing$, then one of the following holds:

- there exists a cut which divides $R$ into two $\alpha$-balanced regions $R_{1}$ and $R_{2}$ each with less than $\beta|R|$ points, or
- $\left|\operatorname{dos}_{i}(R)\right|>\beta|R|$.

Proof. Since the two regions do not intersect, the cuts defining the two shields divide $R$ into three regions, and as in Lemma 4.1, the size constraints hold. More importantly, by the definition of a shield region (Definition 4.3) and the fact that the two shield regions do not intersect, any cut lying between the two regions will produce two $\alpha$-balanced regions.

The corollary above corresponds to Lemma 4.1, with the added guarantee that the two regions produced from the chosen cut are $\alpha$-balanced. Furthermore, this corollary can be extended to multiple hyperplane directions:

Corollary 4.2. Given a canonical region $R$, a subset $C \subseteq \mathscr{C}$, and a reduction factor $\beta \geq(|C|-1) /|C| \geq 1 / 2$, if for all cuts $\vec{v}_{i} \in C$ with opposing bounding cuts for $R, b$ and $c, \mathrm{~s}_{b}(R) \cap \mathrm{s}_{c}(R)=\varnothing$, then one of the following holds:

- $R$ is one-cuttable with reduction factor $\beta$, or
- $|P| \geq\left(1-(1-\beta)|C D| R \mid\right.$, where $P=\bigcap_{\vec{v}_{i} \in C} \operatorname{dos}_{i}(R)$.

Definition 4.4. For a given canonical region $R$ and a canonical bounding cut $c$, the facet of $c, \mathrm{f}_{c}(R)$, is defined as the intersection of $R$ with the hyperplane $c$. The length of $c, 1_{c}(R)$, is defined as the maximum width of the facet of $c$, denoted by $\max \left(f_{c}(R)\right.$ ).

Note in Fig. 6c that the size of the shield region is much smaller than in Figs. 6 a and 6 b . This is because the length of the diagonal facet is


FIG. 6. Dense outer shields of $R$ in the direction of (a) $x$, (b) $y$, and (c) the diagonal. The intersection region $P$ of all of these shield regions (d), contains at least a fraction of the points.
significantly smaller than the other two sides. After proving two essential properties we show how to bound the width of a shield region by a quantity that depends only upon $\alpha$, the dimension $d$, and the length of the shield's facet.

Property 4.2. Suppose we are given a canonical region $R \in \mathbb{R}^{d}$. For any canonical cut $\vec{v}_{i} \in \mathscr{C}$ with bounding cut $c$ and any other canonical cut $\vec{v}_{j} \in \mathscr{C}$ we have $\mathrm{w}_{j}(R)-\mathrm{w}_{j}\left(\mathrm{f}_{c}(R)\right) \leq 2 d \mathrm{w}_{i}(R)$ and $\max (R) \leq 2 d \mathrm{w}_{i}(R)+1_{c}(R)$.

Proof. This result follows from the fact that in all of the $\gamma$ directions, there exists a minimum angle formed among any pair of planes. Let $\theta_{i}$ be the minimum angle between $\vec{v}_{i}$ and any other vector in $\mathscr{C}$. Let $\delta=\mathrm{w}_{i}(R)$, $f=\mathrm{f}_{c}(R)$, and $b$ be the opposing cut to $c$. Consider any point $p$ on $f$. Define $\mathscr{F}_{p}$ to be the $d$-dimensional cone extending from $p$ in the direction $\vec{v}_{i}$ that forms an angle $\theta_{i}$ with the hyperplane defined by $c$. Furthermore, let $F_{p}$ be the portion of $\mathscr{F}_{P}$ between the hyperplanes $c$ and $b$. The height of this section is $\delta$; see Fig. 7a.

Let $\vec{v}_{j}$ be any vector, not necessarily in $\mathscr{E}$, orthogonal to $\vec{v}_{i}$. Project the cone onto the 2 -dimensional plane whose $x$ - and $y$-axes are formed by the two vectors, $\vec{v}_{i}$ and $\vec{v}_{j}$. Observe that $\mathrm{w}_{j}\left(F_{p}\right)=2 \delta \cot \theta_{i}$. Define the conic union to be $F=\bigcup_{p \in f} F_{p}$. It follows that $\mathrm{w}_{j}(T)=\mathrm{w}_{j}(f)+\mathrm{w}_{j}\left(F_{p}\right)$; see Fig. 7b.

Assume that $(R \cap F) \subset R$, i.e., part of $R$ lies outside of $F$. Since $R$ is convex there exists a facet $f^{\prime}$ of $R$, intersecting a point $p$ on the facet $f$ and lying (partially) outside the conic union $F$. Let us examine the angle formed between the two cut directions $\vec{v}_{i}$ and $\vec{v}_{i^{\prime}}$ defining $f$ and $f^{\prime}$. Since $f^{\prime}$ lies outside of the cone which is directed along $\vec{v}_{i}$, the angle between $\vec{v}_{i}$ and $\vec{v}_{i^{\prime}}$ is less than $\theta_{i}$. Also since $f^{\prime}$ is a facet of the canonical region, $\vec{v}_{i^{\prime}}$

(a)

(b)


FIG. 7. (a) The shaded region $F_{p}$ represents the cone extending distance $\delta$ from a point $p$ on the diagonal facet $f$. (b) The shaded region $F$ represents the union of all cones extending from every point on the diagonal facet $f$. (c) The shaded region $G$ represents the cylinder encompassing $F$.
must be a canonical cut direction in $\mathscr{E}$. However, $\theta_{i}$ is defined to be the minimum angle between $\vec{v}_{i}$ and every other vector in $\mathscr{C}$. Therefore, $R$ must be contained inside the conic section $F$. It follows then that

$$
\begin{aligned}
\mathrm{w}_{j}(R) & \leq \mathrm{w}_{j}(F) \\
& =\mathrm{w}_{j}(f)+\mathrm{w}_{j}\left(F_{p}\right) \\
& =\mathrm{w}_{j}(f)+2 \delta \cot \left(\theta_{i}\right) \\
& =\mathrm{w}_{j}\left(\mathrm{f}_{c}(R)\right)+2 \cot \left(\theta_{i}\right) \mathrm{w}_{i}(R) .
\end{aligned}
$$

Let us now look at any other vector $\vec{v}_{j} \in \mathscr{C}$. Recall that $\mathrm{w}_{j}(R)=\delta\left(b_{j}, c_{j}\right)$. Also, let $g=\mathrm{f}_{b}(F)$ be the end facet of the conic union $F$. To simplify our proof, let us create a $d$-dimensional "cylinder" $G$ encompassing $F$ with length $\delta$ and with a base equal to $g$; see Fig. 7c. In other words, the base has diameter less than the maximum width of the cone in any orthogonal direction to $\vec{v}_{i}$. Therefore, since $G \supset F \supseteq R$, we get

$$
\begin{aligned}
\mathrm{w}_{j}(R)^{2} & =\delta\left(b_{j}, c_{j}\right)^{2} \\
& \leq \mathrm{w}_{j}(G)^{2} \\
& \leq \mathrm{w}_{j}(g)^{2}+\mathrm{w}_{i}(G)^{2} \\
& =\mathrm{w}_{j}(g)^{2}+\delta^{2} \\
& \leq\left(\mathrm{w}_{j}(g)^{2}+\delta\right)^{2} \\
& \leq\left(\mathrm{w}_{j}(f)+\left(2 \cot \left(\theta_{i}\right) \delta\right)+\delta\right)^{2} \\
& =\left(\mathrm{w}_{j}(f)+\left(2 \cot \left(\theta_{i}\right)+1\right) \delta\right)^{2} .
\end{aligned}
$$

To establish our first bound, note that $\cot \left(\theta_{i}\right)$ is maximized when $\theta_{i}$ is minimized. This occurs between two corner cuts whose vectors are nearly identical, i.e., between vectors with normals $(1,1, \ldots, 1)$ and $(1,1, \ldots,-1)$. Solving for the cotangent, we see that $2 \cot \left(\theta_{i}\right)+1<2 d$.

Let $\vec{v}_{j}$ be the direction corresponding to the maximum width of $R$. Therefore, $\max (R)=\mathrm{w}_{j}(R) \leq 2 d \mathrm{w}_{i}(R)+\mathrm{w}_{j}\left(\mathrm{f}_{c}(R)\right)$. Recall that $l_{c}(R)=$ $\max \left(\mathrm{f}_{c}(R)\right) \geq \mathrm{w}_{j}\left(\mathrm{f}_{c}(R)\right)$ yielding the desired second bound.

Property 4.3. Suppose we are given a canonical region $R$, a canonical cut $\vec{v}_{i} \in \mathscr{E}$ with bounding cut $c$, and any other canonical cut $\vec{v}_{j} \in \mathscr{C}$. Let $c^{\prime}$ be a cut parallel to $c$ and intersecting $R$. Let $R^{\prime}$ be the subregion of $R$ between $c$ and $c^{\prime}$. If $\mathrm{w}_{j}\left(R^{\prime}\right)-\mathrm{w}_{j}\left(\mathrm{f}_{c}\left(R^{\prime}\right)<2 \mathrm{w}_{i}\left(R^{\prime}\right) / \sqrt{d}\right.$, then $\mathrm{w}_{j}(R)=\mathrm{w}_{j}\left(R^{\prime}\right)$.

Proof. This is a simple extension of the proof of the previous property. To illustrate imagine incrementally increasing $R^{\prime}$ by sweeping $c^{\prime}$ from $c$ out toward the opposing facet of $c$. In any given direction, $\vec{v}_{j}, w_{j}\left(R^{\prime}\right)$ certainly cannot decrease. As we move $c^{\prime}$ a further distance $\delta_{i}$ away from $c, \mathrm{w}_{j}\left(R^{\prime}\right)$ also increases by an amount $\delta_{j} \geq 0$. Since the regions are convex, once $\delta_{j}$ becomes zero it must remain zero. This implies that $\mathrm{w}_{j}(R)=\mathrm{w}_{j}\left(R^{\prime}\right)$ for the remainder of the sweep after $\delta_{j}$ becomes zero.

As $\delta_{i}$ approaches zero, the ratio $\delta_{j} / \delta_{i}$ represents the slope of $\delta_{j}$. This slope is determined by the angles between the normals of the facets and $\vec{v}_{j}$ and $\vec{v}_{i}$. Since the normals to the facets defining both $R$ and $R^{\prime}$ are fixed, the possible values for this slope, $\delta_{j} / \delta_{i}$, are discrete. Therefore, there exists a lowest positive value before the change must be zero. Calculating the various angles from the canonical cut set shows that this value is at least $2 / \sqrt{d}$.

Lemma 4.3 (Corner cut shield lemma). For an $\alpha$-balanced canonical region $R$ and a canonical cut $\vec{v}_{i} \in \mathscr{C}$ with bounding cut $c$, we have $\mathrm{w}_{i}\left(\mathrm{~s}_{c}(R)\right) \leq$ $\sqrt{d} 1_{c}(R) /(2 \alpha-2 d \sqrt{d})$, for $\alpha>d \sqrt{d}$.
Proof. Let $\chi=\sqrt{d} l_{c}(R) /(2 \alpha-2 d \sqrt{d})$. Since $s_{c}(R) \subseteq R$, if $w_{i}(R) \leq \chi$, then $\mathrm{w}_{i}\left(\mathrm{~s}_{c}(R)\right) \leq \mathrm{w}_{i}(R) \leq \chi$, and we are done.

Now, let $c^{\prime}$ be the canonical cut intersecting $R$ parallel to $c$ such that $\delta\left(c, c^{\prime}\right)=\chi$. Let $R^{\prime} \subset R$ between $c$ and $c^{\prime}$. It suffices to show that $R^{\prime}$ is $\alpha$-balanced. Note that $\mathrm{w}_{i}\left(R^{\prime}\right)=\chi$. Let $\vec{v}_{j} \in \mathscr{C}$ be the canonical cut direction such that $\mathrm{w}_{j}\left(R^{\prime}\right)=\max \left(R^{\prime}\right)$. From Property 4.2, we know that $\max \left(R^{\prime}\right)$ $\leq 2 d \chi+1_{c}\left(R^{\prime}\right)$. Let $\vec{v}_{k} \in \mathscr{C}$ be the canonical cut such that $w_{k}\left(R^{\prime}\right)=$ $\min \left(R^{\prime}\right)$. If $k=i$, then $\min \left(R^{\prime}\right)=\chi$. Otherwise, if $\mathrm{w}_{k}\left(R^{\prime}\right)=\mathrm{w}_{k}(R)$, then $\min \left(R^{\prime}\right)=\mathrm{w}_{k}\left(R^{\prime}\right) \geq \min (R)$. Finally, if $\mathrm{w}_{k}\left(R^{\prime}\right) \leq \mathrm{w}_{k}(R)$, then by Property 4.3, we know that $\min \left(R^{\prime}\right)=\mathrm{w}_{k}\left(R^{\prime}\right) \geq 2 \mathrm{w}_{i}\left(R^{\prime}\right) / \sqrt{d}=2 \chi / \sqrt{d}$.

Recall that the canonical aspect ratio of $R^{\prime}$ is $\operatorname{casp}\left(R^{\prime}\right)=\max \left(R^{\prime}\right) /$ $\min \left(R^{\prime}\right)$. If $\min \left(R^{\prime}\right) \geq \min (R)$, we are done since $\max \left(R^{\prime}\right) \leq \max (R)$ and $R$ is $\alpha$-balanced. Otherwise, since $\min \left(R^{\prime}\right) \geq \chi / 2$, we have $\operatorname{casp}\left(R^{\prime}\right)$ $\leq \sqrt{d}\left(2 d \chi+1_{c}(R)\right) /(2 \chi)=\sqrt{d} d+(\alpha-\sqrt{d} d)=\alpha . \quad$ 【

In other words, suppose we are given some direction $\vec{v}_{i} \in \mathscr{C}$ with bounding cut $c$ and assume we have some facet $f_{c}(R)$ with size $x$. We can make a cut $c^{\prime}$ close to $c$ producing an $\alpha$-balanced subregion $R_{1}$ between $c$ and $c^{\prime}$ such that $\mathrm{w}_{i}(R)=\delta\left(c, c^{\prime}\right)$ is dependent on $x$ and some other constant values.

For simplicity, in this lemma we make a large overestimation, particularly for cases in the plane, where the equation can be reduced even further to $21_{c}(R) / \alpha$. To illustrate this lemma further, let us look at the example in Fig. 8. Since it is in the plane, we use the simpler tighter


FIG. 8. Two opposing shield regions of $R$, in the direction $z \in \mathscr{C}$. Observe how the size of the shields depends on the lengths of the corresponding "faces," $\delta_{1}$ and $\delta_{2}$, and not on the size of $R$. Also, note that grid (marker) points are placed along each face to indicate distance.
formula. Let $R$ be the main canonical region in the example. Let $\vec{v}_{i} \in \mathscr{C}$ be the direction creating the shield regions $R_{1}$ and $R_{2}$, with aspect ratio $\alpha=14 / 3$. Call the two opposing cuts $c_{1}$ and $c_{2}$. First consider region $R_{1}$. Note that $l_{c_{1}}(R)=l_{c_{1}}\left(R_{1}\right)=\delta_{1}=4 \sqrt{2}$. Also, note that $\mathrm{w}_{i}\left(R_{1}\right)=3 \sqrt{2} / 2$, and consequently, $\max \left(R_{1}\right)=7 \sqrt{2}$. This gives us the aspect ratio, $\operatorname{casp}\left(R_{1}\right)=\max \left(R_{1}\right) / \mathrm{w}_{i}\left(R_{1}\right)=14 / 3=\alpha$. Now observe that $2 \cdot l_{c_{1}}(R) / \alpha$ $=8 \sqrt{2} /(14 / 3)=12 \sqrt{2} / 7>3 \sqrt{2} / 2=\mathrm{w}_{i}\left(R_{1}\right)$, which agrees with Lemma 4.3. Similarly, $R_{2}$ also has aspect ratio $\operatorname{casp}\left(R_{2}\right)=\alpha$, but in this case $\delta_{2}=8 \sqrt{2}$.

## 5. TWO-CUT EXISTENCE THEOREM

The corner cut shield lemma is very useful in constructing BAR trees but only if we can prove that there do exist cuts for a given canonical region whose length is below some constant fraction of the size of the region.

Definition 5.1. For a canonical cut set $\mathscr{C}$ and a canonical region $R$, an $\epsilon$-corner $B \subseteq R$ is any ball with center $q$ and radius $\epsilon$ such that, for every cut direction $\vec{v}_{i} \in \mathscr{C}$ with bounding cuts $b$ and $c$, either $b$ or $c$ intersects $B$; i.e., $\min (\delta(q, b), \delta(q, c)) \leq \epsilon$.

Note that this $\epsilon$-corner is merely a conceptual extension of the standard corner of a rectangular box. In other words, for a point $q$, every pair of opposing canonical cuts has at least one cut relatively close to $q$. These $\epsilon$-corners show worst-case performances for naive canonical cut sets. For example, Fig. 9a is a potential canonical region formed using the set of axis-orthogonal cuts in the plane, and Fig. 9b is a potential canonical


FIG. 9. (a) A bad corner using a canonical set of axis-orthogonal cuts, i.e., $x$ and $y$ directions. Notice a cut in either the $x$ or $y$ direction dividing the points located inside $q$ would cause a skinny region. (b) A bad $\epsilon$-corner in three-dimensions using a canonical set of axis-orthogonal cuts and one direction of the form ( $1,1,1$ ). Notice the ball at $q$ touches all four possible facets.
region formed using the set of axis-orthogonal cuts and only one corner cut in space. Observe that the corner point $q$ touches all four cut directions, and more importantly each facet has a "large" size. Place a large concentration of data points arbitrarily close to $p$. Notice that after any cut that preserves aspect ratio, the resulting subregion still has the corner $p$ and the same concentration of data points. In fact, if we added two more corner cuts to this set, a similar corner could still be constructed. This does not occur, however, if we add every corner cut to the set. ${ }^{6}$ Let us now establish an important property of the corner cut canonical cut set, $\mathscr{C}$.

Property 5.1. For any canonical region $R$, if there exists an $\epsilon$-corner, $B \subseteq R$, then there exists a canonical corner cut $c \in R$ intersecting $B$ such that $1_{c}(R)<2 \sqrt{2} d \epsilon$.

Proof. Since $B$ must intersect every axis-orthogonal cut plane, we know it is located near one of the $2^{d}$ corners of the bounding hyperbox of $R$. Because the corner cuts are all symmetrical, we can assume without loss of generality that this corner of $R$ is the origin. Thus, the equations for the axis-orthogonal cut planes defining $R$ and intersecting $B$ are of the form $x_{i}=0$, for all $i \in\{1, \ldots, d\}$. Let $q=\left(q_{1}, q_{2}, \ldots, q_{d}\right)$ be the center of $B$. Since $B$ has radius $\epsilon$ and intersects each of the above axis-orthogonal planes, we have $-\epsilon \leq q_{i} \leq \epsilon$, for all $i \in\{1, \ldots, d\}$.

Let us now examine the corner cut plane $c$ with equation $(1,1, \ldots, 1) \vec{x}$ $=a$. Since $B$ intersects $c$, it follows that $0 \leq a<2 d \epsilon$. Since the facet of $c$ is bounded by the axis-orthogonal cuts defining $R$, we see that $l_{c}(R)=$ $\max \left(\mathrm{f}_{c}(R)\right) \leq \sqrt{2} a<2 \sqrt{2} d \epsilon$.

[^2]This property states that if there exists an $\epsilon$-corner for our canonical cut set, then there must exist a very small facet which intersects that corner. Note that we are again overestimating the actual size of the smallest facet, but for brevity we leave the bound as stated. The next two lemmas demonstrate the use of this $\epsilon$-corner.

Lemma 5.1. For any $\alpha$-balanced canonical region $R$ with $\alpha>2 d \sqrt{d}$ and $\epsilon<\max ^{\prime}(R) /(6 d)$, if there exists an $\epsilon$-corner B such that $|R \cap B| \geq(1-$ $\beta)|R|$, then one of the following holds:

- $R$ is one-cuttable, or
- there exists a cut direction, $\vec{v}_{i} \in \mathscr{E}$, such that $\max \left(\operatorname{dos}_{i}(R)\right)<4 \sqrt{2} d \epsilon$.

Proof. Let us assume that $R$ is not one-cuttable. If there exists an $\epsilon$-corner $B$, by Property 5.1, there exists a corner cut $c \in R$ with direction $\vec{v}_{i}$ intersecting $B$ such that $l_{c}(R) \leq 2 \sqrt{2} d \epsilon$. Let $b$ be the opposing bounding cut to $c$. Without loss of generality, let us assume that $\vec{v}_{i}=$ $(1,1, \ldots, 1)$ and that the bounding box is translated to the origin. If the equation of the cut $c$ is $\vec{v}_{i} \vec{x}=c^{\prime}$, then $c^{\prime} \leq 2 d \epsilon$. Let $m=\max ^{\prime}(R)=$ $\max _{c \in \mathscr{Z}^{\prime}}\left(\mathrm{w}_{c}(R)\right.$ ); i.e., $m$ is the length of the longest side of the bounding box of $R$. If the equation of the cut $b$ is $\vec{v}_{i} \vec{x}=b^{\prime}$, then $b^{\prime} \geq m$. Also, recall the condition that $\epsilon<m /(6 d)$. Thus,

$$
\begin{aligned}
\mathrm{w}_{i}(R) & =\left(b^{\prime}-c^{\prime}\right) / \sqrt{d} \\
& \geq(m-2 d \epsilon) / \sqrt{d} \\
& >\frac{4 m}{6 \sqrt{d}} .
\end{aligned}
$$

Let $P=\mathrm{s}_{c}(R)$ and $Q=\mathrm{s}_{b}(R)$. From the corner cut shield lemma (4.3), Property 5.1, and the bounds on $\epsilon$ and $\alpha$,

$$
\begin{aligned}
\mathrm{w}_{i}(P) & =\mathrm{w}_{i}\left(\mathrm{~s}_{c}(R)\right) \\
& \leq \frac{\sqrt{d} l_{c}(R)}{2 \alpha-2 d \sqrt{d}} \\
& \leq \frac{d \sqrt{2 d} \epsilon}{\alpha-d \sqrt{d}} \\
& <\frac{m d \sqrt{2 d}}{6 d^{2} \sqrt{d}} \\
& =\frac{m \sqrt{2}}{6 d} .
\end{aligned}
$$

Because $R$ is $\alpha$-balanced, we can also bound $\mathrm{w}_{i}(Q)$ by

$$
\begin{aligned}
\mathrm{w}_{i}(Q) & =\mathrm{w}_{i}\left(\mathrm{~s}_{b}(R)\right) \\
& \leq \max (R) / \alpha \\
& \leq \frac{m \sqrt{d}}{6 d} .
\end{aligned}
$$

Now, combining the two previous equations, and assuming $d \geq 2$, we see that

$$
\begin{aligned}
\mathrm{w}_{i}(P)+\mathrm{w}_{i}(Q) & <\frac{m \sqrt{2}}{6 d}+\frac{m \sqrt{d}}{6 d} \\
& <\frac{m}{6 d}(2 \sqrt{d}) \\
& <\mathrm{w}_{i}(R) .
\end{aligned}
$$

Thus, it follows that $P \cap Q=\varnothing$. Next, observe that

$$
\begin{aligned}
\delta(c, Q) & =\delta(b, c)-\mathrm{w}_{i}(Q) \\
& =\mathrm{w}_{i}(R)-\mathrm{w}_{i}(Q) \\
& >\frac{4 m \sqrt{d}}{6 d}-\frac{m \sqrt{d}}{6 d} \\
& \geq \frac{3 m \sqrt{d}}{6 d} \\
& >\frac{3 m}{6 d} \\
& >3 \epsilon
\end{aligned}
$$

Since $B$ intersects $c$ and has radius $\epsilon$, it follows that $B \cap Q=\varnothing$. Since $R$ is not one-cuttable and $P \cap Q=\varnothing$, by Corollary 4.1, either $P$ or $Q$ has more than $\beta|R|$ points. If $|Q|>\beta|R|$, then $|Q \cup B|=|Q|+|B|-|Q \cap B|$ $=|Q|+|B|>|R|$. This is impossible, since the points in $Q$ and $B$ are all points in $R$. Therefore, $|P|>\beta|R|$, and $P=s_{c}(R)=\operatorname{dos}_{i}(R)$. Finally,
notice that we can bound the size of this dense outer shield by

$$
\begin{array}{rlrl}
\max & \left(\operatorname{dos}_{i}(R)\right) & & \\
& =\max (P) & & \\
& \leq 2 d \mathrm{w}_{i}(P)+1_{c}(P) & & \text { From Property 4.2 } \\
& \leq d \sqrt{d} 1_{c}(R) /(\alpha-d \sqrt{d})+1_{c}(R) & & \text { From the Corner Cut Shield } \\
& & \text { Lemma 4.3 } \\
& <1_{c}(R)+1_{c}(R) & & \text { Since } \alpha>2 d \sqrt{d} \\
& \leq 4 \sqrt{2} d \epsilon & & \text { From } l_{c}(R) \leq 2 \sqrt{2} d \epsilon .
\end{array}
$$

We now show that if a region is not one-cuttable there must exist an $\epsilon$-corner with $\epsilon=O(\alpha)$ containing a large fraction of the points.

Lemma 5.2. For any $\alpha$-balanced canonical region $R$ and $\beta \geq d /(d+1)$, one of the following holds:

- $R$ is one-cuttable, or
- there exists an $\epsilon$-corner $B$ such that $|R \cap B| \geq(1 /(d+1))|R| \geq(1-$ $\beta)|R|$ and $\epsilon<2 \sqrt{d} \max (R) / \alpha$.

Proof. If $R$ is one-cuttable, we are done. So, assume $R$ is not one-cuttable. First, let us examine the canonical subset $C \subseteq \mathscr{C}^{\prime}$, where $\vec{v}_{i} \in C$ implies that $\mathrm{w}_{i}(R)>2 \max (R) / \alpha$. For any $\vec{v}_{i} \in C$, let $c$ and $b$ be the opposing bounding cuts of $R$. Recall that $\mathrm{w}_{i}\left(s_{c}(R)\right) \leq \max (R) / \alpha$. Since $\mathrm{w}_{i}(R)>2 \max (R) / \alpha$, we know that $\mathrm{s}_{c}(R) \cap \mathrm{s}_{b}(R)=\varnothing$. Note that $d \geq|C|$ implies $\beta>d /(d+1)>(|C|-1) /|C|$. Let $P=\bigcap_{\vec{v}_{i} \in C} \operatorname{dos}_{i}(R)$. Since $R$ is not one-cuttable, by Corollary 4.2 we obtain

$$
\begin{aligned}
|P| & \geq(1-(1-\beta)|C|)|R| \\
& \geq\left(1-\left(1-\frac{d}{d+1}\right)|C|\right)|R| \\
& =\left(1-\frac{|C|}{d+1}\right)|R| \\
& \geq\left(1-\frac{d}{d+1}\right)|R| \\
& \geq(1-\beta)|R| .
\end{aligned}
$$

For all $\vec{v}_{i} \in \mathscr{C}^{\prime}$, if $\vec{v}_{i} \in C$, then $\mathrm{w}_{i}(P) \leq \mathrm{w}_{i}\left(\operatorname{dos}_{i}(R)\right) \leq \max (R) / \alpha$; otherwise $\mathrm{w}_{i}(P) \leq \mathrm{w}_{i}(R) \leq 2 \max (R) / \alpha$. So, we can bound $P$ with a ball $B^{\prime}$ of radius $\epsilon^{\prime}$ such that $\epsilon^{\prime} \leq \sqrt{d} \max (R) / \alpha$. Let $B$ be the ball concentric to $B^{\prime}$ with radius $\epsilon=2 \sqrt{d} \max (R) / \alpha$. We now show that for any $\vec{v}_{i} \in \mathscr{C}$ with opposing cuts $c, b \in R$, either $c$ or $b$ intersects $B$. This is already true for all axis-orthogonal directions, since one of each pair intersects $B^{\prime}$ and hence $B$. Let us look at the set of corner cut directions, $\mathscr{C}^{\prime \prime}$. For any $\vec{v}_{i} \in \mathscr{C}^{\prime \prime}$, if $\mathrm{w}_{i}(R) \leq 2 \max (R) / \alpha$, then both cuts intersect $B$. Otherwise, $\mathrm{s}_{b}(R) \cap \mathrm{s}_{c}(R)=\varnothing$. Since $R$ is not one-cuttable and the shield regions do not intersect, we obtain from Corollary 4.1 that $\left|\operatorname{dos}_{i}(R)\right|>\beta|R|$. Assume without loss of generality that $c$ is the cut such that $\mathrm{s}_{c}(R)=\operatorname{dos}_{i}(R)$. As with all shield regions, $\mathrm{w}_{i}\left(\mathrm{~s}_{c}(R)\right) \leq \max (R) / \alpha$. Since $\left|\mathrm{s}_{c}(R)\right|=\left|\operatorname{dos}_{i}(R)\right|>$ $\beta|R|$ and $|P|>(1-\beta)|R|, \mathrm{s}_{c}(R)$ must intersect $P$ and consequently $B^{\prime}$. Therefore, $\delta\left(c, B^{\prime}\right) \leq \mathrm{w}_{i}\left(\mathrm{~s}_{c}(R)\right) \leq \max (R) / \alpha$. Thus, cut $c$ intersects $B$. By Definition 5.1, $B$ is an $\epsilon$-corner where $|R \cap B| \geq\left|R \cap B^{\prime}\right| \geq|P|>(1-$ $\beta)|R|$ and $\epsilon=2 \sqrt{d} \max (R) / \alpha$.

Before we introduce and prove the two-cuttable theorem, we give a brief description of a technique for finding the two cuts, $s_{1}$ and $s_{2}$, necessary to partition a given $\alpha$-balanced canonical region $R$. The algorithm for constructing a BAR tree for a given point set follows directly from this technique. If $R$ is one-cuttable, let $s_{1}$ be a one-cut in $R$ dividing $R$ into two subregions $R_{1}$ and $R_{2}$, and note that $s_{2}$ is not needed. Otherwise, let $\vec{v}_{i} \in \mathscr{C}$ with bounding cut $c$ be the canonical direction such that $\max \left(\operatorname{dos}_{i}(R)\right)=\min _{\vec{v}_{j} \in \mathscr{E}}\left(\max \left(\operatorname{dos}_{j}(R)\right)\right.$ ). In other words, let $c$ be the bounding cut associated with the smallest dense outer shield. Let $P=$ $\mathrm{s}_{c}(R)$. Let $c^{\prime}$ be the cut parallel to $c$ intersecting $R$ such that $\delta\left(c, c^{\prime}\right)=$ $l_{c}(R) /(2 d)$. Let $P^{\prime}$ be the region of $R$ between $c$ and $c^{\prime}$. We prove that if $R$ is not one-cuttable then $P^{\prime}$ is. Let $s_{1}$ be the cut producing the region $P^{\prime}$. Let $s_{2}$ be the one-cut dividing $P^{\prime}$ into two subregions.

Theorem 5.1. For $\alpha>18 d \sqrt{d}$ and $\beta \geq(d+1) /(d+2)$, any $\alpha$-balanced canonical region $R$ is two-cuttable.

Proof. If $R$ is one-cuttable, we have nothing to prove, so assume $R$ is not one-cuttable. By Lemma 5.2 there must exist an $\epsilon$-corner $B$ such that $|R \cap B| \geq(1-\beta)|R|$ and $\epsilon<2 \sqrt{d} \max (R) / \alpha<2 d \max ^{\prime}(R) /\left(16 d^{2}\right)<$ $\max ^{\prime}(R) /(6 d)$. Since $R$ is not one-cuttable, from Lemma 5.1 there exists a cut direction $\vec{v}_{i} \in \mathscr{C}$ such that $\max \left(\operatorname{dos}_{i}(R)\right)<4 \sqrt{2} d \epsilon$. In particular, let $\vec{v}_{i} \in \mathscr{C}$ be the direction such that $\max \left(\operatorname{dos}_{i}(R)\right) \leq \max \left(\operatorname{dos}_{j}(R)\right)$ for all $\vec{v}_{j} \in \mathscr{C}$. Let $c, b \in R$ be the bounding canonical cuts associated with $\vec{v}_{i}$ such that $\mathrm{s}_{c}(R)=\operatorname{dos}_{i}(R)$. Let $P=\mathrm{s}_{c}(R)$ and $Q=\mathrm{s}_{b}(R)$. As in the proof of Lemma 5.1, we know that $|P|>\beta|R|$.

Let $c^{\prime}$ be the cut parallel to $c$ intersecting $R$ such that $\delta\left(c, c^{\prime}\right)=$ $l_{c}(R) /(2 d)$. Let $P^{\prime}$ be the region of $R$ between $c$ and $c^{\prime}$. From Lemma 4.3, we know that $\mathrm{w}_{i}(P) \leq \sqrt{d} 1_{c}(R) /(2 \alpha-2 d \sqrt{d})$. Since $\alpha>2 d \sqrt{d}$, $\mathrm{w}_{i}(P)<\sqrt{d} 1_{c}(R) /(2 d \sqrt{d})=1_{c}(R) /(2 d)$ and $P$ must be a subset of $P^{\prime}$. Following the same proof as in Lemma 5.1, we see $P^{\prime} \cap Q=\varnothing$. Therefore, $P^{\prime}$ and $R \backslash P^{\prime}$ are both $\alpha$-balanced regions.
Now, assume $P^{\prime}$ is not one-cuttable. From Lemma 5.2 there exists an $\epsilon$-corner $B^{\prime}=\left(q^{\prime}, \epsilon^{\prime}\right)$ such that $\left|P^{\prime} \cap B^{\prime}\right| \geq(1 /(d+1))\left|P^{\prime}\right| \geq(1-\beta)\left|P^{\prime}\right|$ and $\epsilon^{\prime}<2 \sqrt{d} \max \left(P^{\prime}\right) / \alpha$. First, note that $B^{\prime}$ and $P$ must intersect. Otherwise,

$$
\begin{aligned}
\left|P^{\prime}\right| & \geq\left|\left(P^{\prime} \cap B^{\prime}\right) \cup P\right| \\
& =\left|P^{\prime} \cap B^{\prime}\right|+|P| \\
& >(1-\beta)\left|P^{\prime}\right|+\beta|R| \\
& \geq\left|P^{\prime}\right| .
\end{aligned}
$$

From Property 4.2, we know that $\max \left(P^{\prime}\right) \leq 2 d \mathrm{w}_{i}\left(P^{\prime}\right)+1_{c}\left(P^{\prime}\right)=$ $2 d l_{c}\left(P^{\prime}\right) /(2 d)+l_{c}\left(P^{\prime}\right)=21_{c}\left(P^{\prime}\right)$. We can now bound the radius of the ball $B^{\prime}$ as follows:

$$
\begin{aligned}
\epsilon^{\prime} & <2 \sqrt{d} \max \left(P^{\prime}\right) / \alpha \\
& \leq 4 \sqrt{d} l_{c}\left(P^{\prime}\right) / \alpha \\
& <4 \sqrt{d} 1_{c}\left(P^{\prime}\right) /(18 d \sqrt{d}) \\
& =4 l_{c}\left(P^{\prime}\right) /(18 d) .
\end{aligned}
$$

Also, observe the following:

$$
\begin{aligned}
\delta\left(P, c^{\prime}\right) & =\mathrm{w}_{i}\left(P^{\prime}\right)-\mathrm{w}_{i}(P) \\
& \geq I_{c}\left(P^{\prime}\right) /(2 d)-\sqrt{d} l_{c}\left(P^{\prime}\right) /(2 \alpha-2 d \sqrt{d})
\end{aligned}
$$

From the Corner Cut Shield Lemma 4.3

$$
\begin{aligned}
& >1_{c}\left(P^{\prime}\right) /(2 d)-1_{c}\left(P^{\prime}\right) /(34 d) \\
& =81_{c}\left(P^{\prime}\right) /(17 d) \\
& >2 \epsilon^{\prime} .
\end{aligned}
$$

Since $B^{\prime}$ is an $\epsilon$-corner, it must intersect either $c$ or $c^{\prime}$. Because $\delta\left(P, c^{\prime}\right)>$ $2 \epsilon, B^{\prime}$ cannot intersect both $c^{\prime}$ and $P$. As a result, $B^{\prime}$ intersects $c$. Since $B^{\prime}$ can then only intersect canonical cuts that are identical in both $P^{\prime}$ and $R$,
$B^{\prime}$ must also be an $\epsilon$-corner for $R$. However, note that

$$
\begin{aligned}
\left|R \cap B^{\prime}\right| & \geq\left|P^{\prime} \cap B^{\prime}\right| \\
& \geq \frac{1}{d+1}\left|P^{\prime}\right| \\
& \geq \frac{1}{d+1} \beta|R| \\
& \geq \frac{1}{d+1} \frac{d+1}{d+2}|R| \\
& =\frac{1}{d+2}|R| \\
& \geq(1-\beta)|R| .
\end{aligned}
$$

Thus, from Lemma 5.1 there exists a cut direction $\vec{v}_{j} \in \mathscr{C}$ such that $\max \left(\operatorname{dos}_{i}(R)\right)<4 \sqrt{2} d \epsilon^{\prime}<\max (P)$. This contradicts the fact that $P$ was the smallest dense outer shield. Therefore, $P^{\prime}$ must be one-cuttable.

This ability to always guarantee two-cuttable regions adds a lot of flexibility to the BAR tree construction. In particular, although it is typical that most axis-orthogonal cuts produce a sufficient one-cut, one may opt to first do a sequence of $k$, for some appropriate value of $k$, axis-orthogonal cuts which may not divide the point set into a small enough portion but still maintain good aspect ratio. In general, one may hope that such a sequence does divide the point set adequately. After $k$ steps, however, the optional corner cuts may be incorporated as a safety net for two cuts which do produce proper balancing.

Theorem 5.2. For the given canonical set $\mathscr{E}, a \operatorname{BAR}$ tree with depth $O(d \log n)$ and balancing factor $\alpha$ can be constructed in $O(d \gamma n \log n)$ time, where $\gamma$ is the size of the canonical set. In particular, the running time of the algorithm is $O(n \log n)$ for fixed dimensions.

Proof. Notice that at any stage, using even a naive searching technique, the dense outer shields of a region $R$ can be found in $O(|R| \gamma)$ time. Subsequently, it only takes $O(\gamma)$ time to determine the smallest such region. Similarly, $P^{\prime}$ can be constructed in $O(|R| \gamma)$ time. Therefore, we can find any one- or two-cut of a region $R$ in $O(|R| \gamma)$ time. Because the depth of the BAR tree is bounded by $O\left(\log _{1 / \beta} n\right)$, the running time becomes $O\left(\gamma n \log _{1 / \beta} / n\right)$. Finally, since $\beta=O((d+1) /(d+2))$ implies that $\log _{1 / \beta} n=O(d \log n)$, we get the above stated running time.

## 6. CONCLUSION AND OPEN PROBLEMS

In this paper, we introduce the general framework of the BAR tree and describe an important application that can be solved using this type of tree. We also show that in fixed dimensions an $(\alpha, \beta)$-BAR tree can be constructed in $O(n \log n)$ time, where $n$ is the number of points in the data set.

These results, however, are only preliminary. There are still many open problems for this new type of data structure. We state only a few of them.

- Construct a canonical set with size $o\left(2^{d}\right)$ which guarantees that every canonical region is $k$-cuttable. We believe it can be done with a canonical set of size $O\left(d^{2}\right)$.
- Drop the dependency of $\alpha$ to $O(\sqrt{d})$, possibly using more careful analysis.
- Improve the running time bounds of the various geometric query problems already known.
- Prove other exact or approximate bounds on geometric problems. Are better results possible using randomization in the data set or in the construction?
- Explore applications outside geometry, particularly in those areas, such as computer graphics, geographical information systems, and pattern matching, already dependent on many geometric techniques.

For many of these problems, much research has already begun, but there are still many uses and questions for BAR trees left to be discovered.
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[^0]:    ${ }^{4}$ We will view $d$ as a constant relative to $n$ throughout this paper.

[^1]:    ${ }^{5}$ Throughout this paper, we make the assumption that the points are in general position.

[^2]:    ${ }^{6}$ For dimensions higher than three, it is possible that a much smaller subset of corner cuts suffices.

