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#### Abstract

Erase-limited memory, such as flash memory and phase change memory (PCM), has limitations on the number of times that any memory cell can be erased. The Start-Gap algorithm has shown a significant ability in practice to distribute updates across the cells of an erase-limited memory, but it has heretofore not been characterized in terms of its competitive ratio against an optimal offline algorithm that is given all the update addresses in advance. In this paper, we present a competitive analysis for the Start-Gap wear-leveling algorithm, showing that under reasonable assumptions about the sequence of update operations, the Start-Gap algorithm has a competitive ratio of $1 /(1-o(1))$.
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## 1. Introduction

Flash memory and phase change memory (PCM) are growing in popularity and are often included in computing devices sold today, due to their speed, power-consumption, and persistence characteristics. For instance, common installations configure fashion flash memory as a solid state drive and PCM as a main memory (e.g., see [1-3]), although flash memory can also be configured as a main memory as well [4].

In spite of their advantages, however, these memories have a drawback-there is an implicit upper bound on the number of times that a cell in such memories can be erased and over-written (e.g., see [1-3]). For instance, flash memory cells are projected to gracefully endure only up to about $10^{5}$ erasures and PCM cells are projected to gracefully endure only up to about $10^{7}$ erasures. Because of this limitation, there has been considerable work on heuristics

[^0]for wear leveling, that is, strategies for relocating objects in such erase-limited memories so as to spread the amount of cell erasures and rewriting that is done (e.g., see [5-7]), as well as strategies for reducing the wearing of erase-limited memories for specific kinds of data structures and algorithms (e.g., see $[8,9]$ ).

In this paper, we study wear leveling algorithmically. We model erase-limited memory as an indexable set of memory cells that have an upper-bound limit, $L$, on the number of times that any cell can be over-written during its lifetime, and we study a well-known online wearleveling algorithm in an online setting. We analyze this online algorithm in terms of its competitive ratio (e.g., see [10]), that is, the ratio of the performance of our online algorithm with that of an optimal offline algorithm.

In particular, we utilize the approach of Ben-Aroya and Toledo [11] to define a memory model consisting of $N \geq 2$ cells, indexed from 0 to $N-1$, each of which is a single memory word or block, such that there is a known parameter, $L$, that specifies an upper-bound limit on the number of times that any cell of this memory can be rewritten. For instance, we may have $L=10^{5}$ or $L=N^{1 / 2}$, both of which are well-motivated from the published limitations
for flash memory and PCM. Also, because erase-limited memory may be used as a main memory, we assume here that we have only a small (possibly constant) number of memory words available, each consisting of $d \log N$ bits, for some constant, $d \geq 1$, such that each of these words can be rewritten an unlimited number of times. These erasureunlimited memory cells could, for instance, represent the registers used by a CPU or a memory controller. We refer to this model as the erase-limited memory model, with limit $L$, or notationally as $E L M_{L}$. If the parameter $L$ is understood from the context or is assumed to be at most polynomial in $N$, then we refer to this simply as the ELM model.

### 1.1. Related prior work

In terms of prior work on specific algorithms for eraselimited memory, Chen et al. [8] study the database problems of indexing and join methods in the context of optimizing the performance of a computer using PCM, and Eppstein et al. [9] study hashing with respect to eraselimited memory. Irani et al. [12] study several schemes for performing general and specific algorithms using writeonce memories, in both a word-based write-once memory (WOM) model and a bit-wise write-once memory (bitWOM) model. Thus, their results for the WOM model can be viewed as applying to the $\mathrm{ELM}_{1}$ model (that is, $\mathrm{ELM}_{1}=$ WOM), and their algorithms for the bit-WOM model can be directly simulated in the $\mathrm{ELM}_{\log N}$ model. They do not discuss how to efficiently perform computations for a memory that allows a bounded number of rewrites greater than 1, but they do address how an algorithm in what we are calling $\mathrm{ELM}_{L}$ could be simulated in the WOM model with an $O(\log L)$ overhead ratio with respect to running time, using an indexing method similar to one used by Vitter [13].

Ben-Aroya and Toledo [11] provide competitive analyses for several wear-leveling algorithms, but their methods depend on a lookup table of size $O(N)$ stored in regular memory to maintain an erase-limited memory of size $N$. Thus, their methods are not for the ELM model under our assumption of only a constant number of regular-memory registers. That is, their algorithms are not for applications needing a small real memory, such as using erase-limited memory for a main memory.

Qureshi et al. [7] overcome this limitation with an algorithm they named Start-Gap, which uses only two registers to spread updates across an erase-limited memory. In a nutshell, their algorithm initially shuffles memory according to a random permutation and then incrementally shifts elements according to a cyclic shift of this permutation, using these two registers, as memory updates occur. Qureshi et al. provide an experimental analysis of their Start-Gap algorithm in their paper, which as of this writing has been cited over 700 times according to Google Scholar, but they do not provide a competitive analysis. Furthermore, we are not aware of any prior work providing a non-trivial competitive analysis of the Start-Gap algorithm, although Barcelo et al. [14] provide a competitive analysis on the energy efficiency of several caching algorithms for PCM.

### 1.2. Our results

We start by showing a lower bound of $(N / 2)(1-o(1))$ on the competitive ratio of any deterministic algorithm with no restrictions on the input sequence. In the rest of the paper, we present a novel competitive analysis of the Start-Gap wear-leveling algorithm, showing that under a reasonable assumption about the request sequence, with probability $1-o(1)$, the Start-Gap algorithm can serve $(1-o(1)) N L$ write requests before attempting to write to a memory location more than $L$ times. The analysis holds as long is $L=N^{\alpha}$, for any $0<\alpha<1$. Note that $N L$ is the longest sequence that can be handled by any algorithm, even the optimal offline algorithm. Thus, our analysis implies a competitive ratio of $1 /(1-o(1))$ for the Start-Gap algorithm, in spite of it using only a constant-sized cache of erasure-unlimited memory (in fact, just two registers). In consideration for this constant-sized cache and the unlikely nature of malicious write sequences, the assumption made on the request sequence in our analysis is that no single block is erased and overwritten more than a certain number of times, $\beta \in o\left(L^{1 / 2}\right)$, within any contiguous subsequence of $N$ writes. The Start-Gap algorithm needs to know $\beta$ or an upper bound on the value of $\beta$ in order to tune a parameter of the algorithm. We then examine the case in which there is a limited sized cache whose cells can be erased and overwritten to an unlimited number of times. We show that with such a modestly-sized cache, the request sequence can effectively be made to have the required property to guarantee $(1-o(1)) L N$ successful writes, even under malicious write sequences.

## 2. A model for memory-controller algorithms

We begin our analysis with a formal definition of the model. We assume that a memory-controller algorithm must store M blocks of memory in N locations. At any given time, such an algorithm maintains a placement that is a one-to-one function, $p:[M] \rightarrow[N]$, where $p(i)$ is the location of block $b_{i}$ and $[k]$ is the set of the first $k$ nonnegative integers. W.l.o.g., let us assume for the sake of our analysis that each location in memory has a counter that indicates the number of writes that have been done to that location, with the set of counters being represented as a function $c:[N] \rightarrow[L]$. In the physical model, each memory location can be erased at most a certain number of times, so the counter for a location is incremented every time the contents of that location are erased. The controller algorithm receives a series of requests to write to blocks. Upon a request to write to a block, $b_{i}$, the algorithm may select to leave all the blocks in their current locations, in which case $c(p(i))$ is incremented, as this choice implies the block at location $p(i)$ was erased and overwritten. Alternatively, the algorithm may choose to move blocks around, including the requested block. A block can be moved to any empty location. Moving a block from location $i$ to an empty location $j$ results in an increment performed on $i$ 's counter, as this implies location $i$ is erased in order to become empty. Although it might be possible to just mark location $i$ as empty and perform the erasure when we want to write a new memory block to
that location, this type of "lazy" erasing only allows for at most one additional write operation per location. If the requested block is moved, we assume that the new value for the block is written in its new location, thus satisfying the request. The algorithm can also select to swap the blocks in two locations which results in an increment performed on the counter of each of the two locations. As soon as the algorithm receives a request to write to a block $b_{i}$ such that $c(p(i))=L$, it can no longer continue. The question asked by our competitive analysis is the following:

## If requests are received in an online manner, how many requests can be handled by an online algorithm in comparison to the optimal controller?

Note that any algorithm, even an optimal offline algorithm, can serve at most $L N$ write operations. Therefore, we consider only sequences of length $L N$ and ask how long a prefix of the sequence can be served before the algorithm needs to write more than $L$ times to any location.

Theorem 1. If $M=N-1$, then the competitive ratio of any deterministic online memory controller algorithm is at least $(N / 2)(1-o(1))$.

Proof. If $M=N-1$, then there is exactly one empty location. The adversary strategy will only request memory blocks in locations 0 or 1 , which can be achieved for any deterministic algorithm known to the adversary. If either location 0 or 1 is empty, the adversary will request the block in the non-empty location. If locations 0 and 1 are both non-empty, then the adversary will make a request to the memory block in the location ( 0 or 1 ) with the highest count. Note that regardless of the decisions made by the algorithm, the sum of the counters for locations 0 and 1 increases with each request. Thus, one of the two counters must be at least $L+1$ by the time $2 L+1$ requests have been seen. Therefore, the algorithm can serve at most $2 L$ requests before a failure.

Now we need to argue that there is a long ( $\approx N L$ ) sequence of requests that an optimal offline algorithm can successfully serve such that the first $2 L+1$ requests in the sequence are the requests generated by the adversary strategy above. An optimal algorithm can serve the first $2 L+1$ requests as follows: keep the memory blocks in a static placement until there is a request to a memory block whose counter is equal to $L-1$, then move that memory block to the empty location. This method will avoid failure for the first $2 L-1$ requests. As long as $L>5$, there will be at most two locations whose counters are $\geq L-2$. Swap the memory blocks in those locations with any memory block that is not requested in the next two requests and whose counters are $\leq L-3$. As long as $N>5$, there will be two such locations for the swaps. No counter will exceed $L$ in the next two requests. After the first $2 L+1$ requests, the total sum of the counters will be at most $2 L+5: 2 L+1$ for the first $2 L+1$ requests plus at most 4 for the two swaps. Fill out the remaining sequence of $N L-(2 L+5)$ requests by requesting any memory block whose counter is $\leq L$. Therefore, the optimal algorithm can serve at least
$N L-4$ requests total. The competitive ratio is $(N L-4) / 2 L$ which is $(N / 2)(1-o(1))$.

Note that the above lower bound applies even to deterministic algorithms with sizable caches of erasureunlimited memory. To get a better bound than $N / 2$ on the competitive ratio for algorithms, such as the StartGap algorithm, that have bounded-size caches of erasureunlimited memory, it is therefore necessary to consider some assumptions about the input sequence or to consider randomized online algorithms.

## 3. The Start-Gap algorithm

The Start-Gap algorithm assumes that the memory is not completely full (i.e., that $M \leq N-1$ ). The algorithm is first described for the case where $M=N-1$. We argue below that the algorithm can be extended to the situation where $M<N-1$, and that the worst case for the analysis is that $M=N-1$. Let $\pi$ be a random permutation of [ $N-2$ ] that can be evaluated without using erasurelimited memory. The Start-Gap algorithm is parameterized by an integer, $k$, and works as follows:

1. Initially each block $b_{i}$ is placed in location $\pi(i)+1$. A "gap" register $l$ indicates the empty location. Because the empty location is initially $0, l=0$ initially.
2. Suppose that the empty location is location $l$. Every $k$ requests (which is maintained with a "count" register), the algorithm moves the block in location $l+1 \bmod N$ to location $l$. Location $l+1 \bmod N$ is erased and becomes the new empty location (and the count register is reset).

This is clearly a simple algorithm, which Qureshi et al. [7] show works well in practice. Let us, therefore, analyze this algorithm in terms of its competitive ratio.

Note that if $M<N-1$, then there is more than one "gap" register. The same algorithm can be implemented by keeping a pointer to one of the gap registers and advancing the pointer in the same manner every $k$ requests. If the location that the gap moves to is already empty, then the counter for that location is not incremented. The analysis for the $M=N-1$ case carries over to the $M<N-1$ case by the following reasoning: suppose instead that there were in fact $N-1$ blocks of memory but $N-M-1$ of the blocks are dummy blocks that are never written. The behavior of the algorithm is the same for the $M$ original blocks. The analysis for $M=N-1$ would hold in this case and the number of requests served would be at most the number of requests served in the $M<N-1$ case. Since the lower bound of $N L$ for the optimal holds regardless of the value of $M$, the upper bound follows.

## 4. A competitive analysis of the Start-Gap algorithm

Consider the requests to be numbered 0 through $N L-$ 1 . Of course, the operating system needs a function, $f$, that maps a pair $(i, t)$ to the location, $l$, such that block $b_{i}$ is in location $l$ at the $t$ th request. Block $b_{i}$ stays in location $\pi(i)+1$ for the first $(\pi(i)+1) k$ requests and then moves
one location to the left every $k N$ requests. Letting $l(i, t)=$ $\lfloor(t-(\pi(i)+1) k) /(N k)\rfloor$, then, at the $t$ th request, block $b_{i}$ is in location $f(i, t)=(\pi(i)-l(i, t)+1) \bmod N$.

Each location $j$ defines a partition of the requests into contiguous subsequences, which we call epochs, as follows. The first epoch is only a partial epoch and lasts for $j k$ requests. Thereafter all epochs (except possibly the last) are full epochs and last exactly $k N$ requests. Each full epoch for location $j$ starts when the location is vacated. After $k$ requests, the block in location $j+1 \bmod N$ moves into location $j$ and stays there for the remaining $k(N-1)$ requests of the epoch. Define $r=\lfloor(t-j k) / N k\rfloor$. The block in location $j$ at the $t$ th request is block $\pi^{-1}((j+r) \bmod (N-1))$.

Definition 2. Consider a sequence of write requests. Divide the sequence into subsequences of $N$ consecutive requests where the requests in a subsequence range from $i N$ through $(i+1) N-1$. The sequence is said to be $\beta$ balanced if there are at most $\beta$ writes to any particular block within a subsequence.

Note that the trivial static algorithm that never moves the blocks of memory is $\beta$-competitive when the input is restricted to $\beta$-balanced request sequences. This holds because no memory location is written more than $\beta$ times in a block of $N$ requests, which means that there will be at least $L / \beta$ blocks of $N$ requests before the static algorithm fails. The competitive ratio of $1 /(1-o(1))$ for Start-Gap is considerably better for any $\beta>1$. Thus, the static algorithm only does as well as Start-Gap for the extremely restrictive case of 1-balanced request sequences.

Lemma 3. For any $0<\epsilon<1$, consider a sequence of requests that is $\beta$-balanced for
$\beta \leq \sqrt{\frac{\epsilon^{2} L}{2 k \log N}}$.
With probability at least $1-1 / N$, the Start-Gap algorithm with parameter $k$ can serve at least $T$ requests without exceeding the write capacity of any location, for
$T=\left(1-\epsilon-\frac{2 k}{L}-\frac{(1-\epsilon)}{k}-\frac{L}{k N}\right) L N$.
Proof. Define $\gamma=L / k N$. Note that if $\gamma \geq 1$, the lemma is vacuously true, so we will assume that $\gamma<1$. $T=(1-\epsilon-$ $(1-\epsilon) / k-\gamma) L N-2 k N$. For any location, the number of epochs, $e$, in the first $T$ requests is at most ( $1-\epsilon-(1-$ $\epsilon) / k-\gamma) L / k$, including the partial epochs at the beginning and end of the sequence. Since we are upper bounding the number of writes to a given location over the course of the request sequence, we can assume the worst case, which is that the beginning and ending epochs last for a full $k N$ requests. Since $1>1-\epsilon>0$,

$$
\begin{align*}
e & <\frac{L}{k}\left(1-\epsilon-\frac{(1-\epsilon)}{k}-\gamma\right) \leq \frac{L}{k}(1-\epsilon)\left(\frac{k-1}{k}-\gamma\right) \\
& \leq \frac{L}{k}(1-\epsilon)\left(\frac{k-1}{k}\right)(1-\gamma) . \tag{1}
\end{align*}
$$

For any $\gamma>0,(1-\gamma) \leq 1 /(1+\gamma)$. Therefore,

$$
\begin{align*}
e & <\frac{L}{k}(1-\epsilon)\left(\frac{k-1}{k}\right)(1-\gamma) \\
& \leq \frac{L}{k}(1-\epsilon)\left(\frac{k-1}{k}\right)\left(\frac{1}{1+\gamma}\right) . \tag{2}
\end{align*}
$$

Select an arbitrary location, $l$. Define $X_{i}$ to be a random variable denoting the total increase to the counter for $l$ during $l$ 's $i$ th epoch with $i$ ranging from 1 to $e$. The epoch begins by vacating location $l$ which causes $c(l)$ to increase by 1 . During the first $k$ requests, the location $l$ is empty. After that, there are the writes caused by the requests to the block that moved into location $l$. Note that there may be a slight dependence between the $X_{i}$ 's. Since the original permutation assigning blocks to locations was random, we know that the block sitting in the location $l$ for its $i$ th epoch is randomly chosen, except that it cannot be one of the $i-1$ blocks that were in location $l$ during the first $i-1$ epochs. Suppose that $t$ of the remaining $k(N-1)$ requests are to blocks that occupied location $l$ some time during its first $i-1$ epochs. These requests do not add to $X_{i}$ since these blocks are not in location $l$ during epoch $i$. For any of the other $k(N-1)-t$ requests, the probability that the requested block is in location $l$ is $1 /(N-1-(i-1))$. The worst case is $t=0$. Thus, we have that
$\mathbf{E}\left[X_{i} \mid X_{1}, \ldots, X_{i-1}\right] \leq 1+\frac{k(N-1)}{N-(i-1)-1} \leq 1+\frac{k N}{N-i}$
Using the fact that $i \leq e$ and the upper bound for $e$ from Equation (2): $e \leq N \gamma /(1+\gamma)$ :
$1+\frac{k N}{N-i} \leq 1+k(1+\gamma) \leq(k+1)(1+\gamma)$.
We define a supermartingale with $Y_{i}=\sum_{j=1}^{i}\left(X_{j}-(k+\right.$ $1)(1+\gamma)$ ). Note that $\mathbf{E}\left[Y_{i} \mid Y_{1}, \ldots, Y_{i-1}\right] \leq 0$. Also, $Y_{i}-$ $Y_{i-1}=X_{i} \leq \beta k$, since the request sequence is $\beta$-balanced. We will show below that if $\sum_{j=1}^{e} X_{j}>L$, then $Y_{e}>\epsilon L$.

By the Azuma-Hoeffding inequality [15], we have that
$\operatorname{Pr}\left[Y_{e}>\epsilon L\right] \leq \exp \left(-\epsilon^{2} L^{2} / 2 e(\beta k)^{2}\right)$.
Using the fact that $e \leq L / k$ and $\beta^{2} \leq \epsilon^{2} L / 2 k \log N$, it follows that $\operatorname{Pr}\left[Y_{e} \geq \epsilon L\right] \leq 1 / N^{2}$. Thus, the probability that the counter for a particular location increases past $L$ is bounded by $1 / N^{2}$. The probability that the counter for any location increases beyond $L$ is at most $1 / N$. Therefore the probability that the sequence of requests can be served is at least $1-1 / N$.

Now we show that if $\sum_{j=1}^{e} X_{j}>L$, then $Y_{e} \geq \epsilon L . Y_{e}=$ $\sum_{j=1}^{e} X_{j}-e(k+1)(1+\gamma)$. If $\sum_{j=1}^{e} X_{j}>L$, then $Y_{e}>L-$ $e(k+1)(1+\gamma)$. Using the upper bound for $e$ from (2):

$$
\begin{aligned}
Y_{e} & >L-(k+1)(1+\gamma) \frac{L}{k}(1-\epsilon)\left(\frac{k-1}{k}\right)\left(\frac{1}{1+\gamma}\right) \\
& =L-L(1-\epsilon) \frac{(k+1)(k-1)}{k^{2}} \\
& >L(1-(1-\epsilon))=\epsilon L
\end{aligned}
$$

This implies the following.
Theorem 4. Consider an erase-limited memory with $L=N^{\alpha}$ for $0<\alpha<1$. If a request sequence is $\beta$-balanced for $\beta=$ $O\left(L^{1 / 2-\delta / 2}\right)$ and $0<\delta<1$, then the Start-Gap algorithm can serve at least the $(1-o(1)) N L$ first requests in the sequence with probability $1-o(1)$.

Proof. Select $\epsilon=L^{-\delta / 4}$ and $k=L^{\delta / 4}$ and use the bound from the lemma to show the following:
$\beta=O\left(L^{1 / 2-\delta / 2}\right)=o\left(\sqrt{\frac{\epsilon^{2} L}{2 k \log N}}\right)$.
With these parameters, $T=(1-o(1)) L N$.
We say that a probability distribution over a request sequence is $p$-bounded if each request for a block is generated independently according to a distribution in which the probability that any particular block is requested is bounded by $p$. Note that the access distribution over the blocks can change over time but it cannot depend on past requests.

Corollary 5. Consider an erase-limited memory with $L=N^{\epsilon}$ for $0<\epsilon<1$. If a request sequence is generated by a $p$-bounded probability distribution for $p=O\left(L^{1 / 2-\delta} / N\right)$ and $0<\delta<1 / 2$, then the Start-Gap algorithm can serve at least $(1-o(1)) N L$ requests in the sequence with probability $1-o(1)$.

Proof. We show that if a request sequence of length $L N$ is generated according to a $p$-bounded distribution with $p \leq$ $L^{1 / 2-\delta} / N$, then with probability $1-o(1)$ it is $\beta$-balanced for $\beta=L^{(1-\delta) / 2}$. The corollary then follows from Theorem 4.

Divide the request sequence into $L$ subsequences of $N$ consecutive requests. Select one particular subsequence and one particular block $b$. We have an indicator variable $X_{i}$, which is 1 if $b$ is requested for the $i$ th request in the subsequence and 0 otherwise. The total number of requests to $b$ during the subsequence is $X=\sum_{i=1}^{N} X_{i}$. The $X_{i}$ are i.i.d. with expectation at most $p=L^{1 / 2-\delta} / N$. $\mu=L^{1 / 2-\delta}$ is an upper bound on the expected value of $X$.

Using a Chernoff inequality,
$\operatorname{Pr}[X \geq(1+\gamma) \mu] \leq \exp \left(-\gamma^{2} \mu / 3\right)$.
We would like to bound the probability that $X \geq L^{(1-\delta) / 2}$. Setting, $\gamma=L^{\delta / 2}-1$, we get that
$\operatorname{Pr}\left[X \geq L^{(1-\delta) / 2}\right] \leq \exp \left(-\left(L^{\delta / 2}-1\right)^{2} L^{1 / 2-\delta} / 3\right)$.
For $L=N^{\epsilon}, \operatorname{Pr}\left[X \geq L^{(1-\delta) / 2}\right]$ is $O\left(\exp \left(-N^{\epsilon^{\prime}}\right)\right)$ for some $\epsilon^{\prime}$. The probability that any of the $N$ blocks is requested more than $\beta$ times during any of the $L$ subsequences is at most $N L \exp \left(-N^{\epsilon} / 3\right)$, which is $o(1)$.

## 5. A variation-the ELM model with a cache

The above results address the likely common situation in which the distribution of accesses (that is, writes
to memory) can have significant variance but does not contain any high-frequency accesses to the same location, as might occur in a malicious attack on an erase-limited memory [16]. Now we show that even such malicious access sequences can be managed if we consider the ELM Model augmented to have a cache of regular memory that can hold a limited number of blocks and can be written to an unlimited number of times.

At any point in time, cache-augmented Start-Gap can choose to copy a block into the cache. The block will be replaced in the ELM by a dummy copy that will move along from location to location in the ELM according to the rules of the standard Start-Gap algorithm. Any writes performed on a block stored in the cache are performed only on the cached copy of the block. When the block is evicted from the cache, it is written to the location of its dummy version.

We propose a simple cache administration policy, which has a competitive ratio that is surprisingly efficient. The decision about whether to move a requested block into the cache is purely random: copy the requested block into the cache with probability $p$ for some fixed $p$. The cache will use a version of LRU called $p$-LRU as a replacement policy. The algorithm LRU (which stands for Least-Recently-Used) maintains a queue of the blocks in the cache. When a block is requested that is already in the cache, the block is moved to the tail of the queue. When a new block is brought into the cache, the block at the head of the queue is evicted and the new block is inserted at the tail of the queue. The only difference between $p$ LRU and LRU is that on a request to a block already in the cache, $p$-LRU moves the requested block to the tail of the queue with probability $p$ (instead of with probability 1 ). The value for $p$ is chosen to be $C / 2 N$, where $C$ is the number of blocks that can fit in the cache. We then have the following result.

Theorem 6. If $L=N^{\epsilon}$ for $0<\epsilon<1$, and $C \geq N / L^{1 / 2-\delta}$ for $0<$ $\delta<1$, then with probability $1-o(1)$, the Start-Gap Algorithm with a random cache policy will be able to service ( $1-o(1)$ )LN write requests.

Proof. Divide the request sequence into $L$ subsequences of $N$ consecutive requests. We call a write request an outside request if the requested block resides outside the cache (and therefore causes an additional write to its ELM location). We show that the probability that there are more than $L^{(1-\delta) / 2}$ outside requests to a block in a single subsequence before it is brought into the cache is $o(1)$. We also show that the probability that a block is evicted from the cache in a subsequence in which it was requested is $o(1)$. This means that with probability $1-o(1)$, there are never more than $L^{(1-\delta) / 2}$ outside requests to a block in a single subsequence. The theorem then follows from Theorem 4.

Now we determine the probability that any block outside the cache is requested more than $L^{(1-\delta) / 2}$ times in any sequence without being cached. Select a block $b$ and a particular subsequence. Let $m$ be the number of times $b$ is requested in the subsequence. If $b$ starts out the subsequence in the cache, start counting requests to $b$ only
after it is evicted. If $m \leq L^{(1-\delta) / 2}$, then $b$ is certainly not requested more than $L^{(1-\delta) / 2}$ times outside the cache. Now suppose that $m>L^{(1-\delta) / 2}$. The probability that on any of these $m$ requests $b$ is brought into the cache is $p=C / 2 N=L^{1 / 2-\delta} / 2$. The probability that $b$ is not cached during the first $L^{(1-\delta) / 2}$ requests is

$$
\begin{aligned}
(1-p)^{L^{(1-\delta) / 2}} & =\left(1-\frac{1}{2 L^{1 / 2-\delta}}\right)^{L^{(1-\delta) / 2}} \\
& =O\left(\exp \left(-L^{\delta / 2} / 2\right)\right)
\end{aligned}
$$

The probability that any block is not cached during its first $L^{(1-\delta) / 2}$ outside requests in any subsequence is at most $L N \exp \left(-L^{\delta / 2} / 2\right)$. For $L=N^{\epsilon}$, the probability is $o(1)$.

Now we determine the probability that a block $b$ is evicted from the cache during the same subsequence in which it is brought into the cache. In order for the eviction to happen, there have to be at least $C$ requests in which the requested block is moved to the tail of the LRU queue. The block can come from the ELM or from the cache itself. Either way, each request results in a block being moved to the tail of the queue independently with probability $p=$ $C / 2 N$. Let $X_{i}$ be the indicator variable denoting whether the $i$ th requested block in the subsequence is moved to the tail of the LRU queue. Let $X$ denote the sum of the $X_{i}$ : $X=\sum_{i=1}^{n} X_{i}$. The expectation of $X$ is $\mu=C / 2$. By a Chernoff bound,
$\operatorname{Pr}[X \geq(1+\gamma) \mu] \leq \exp \left(-\gamma^{2} \mu / 3\right)$.
Using $\gamma=1$,

$$
\begin{aligned}
\operatorname{Pr}[X \geq C] & =\operatorname{Pr}[X \geq 2 \mu] \leq \exp (-\mu / 3) \\
& =\exp \left(\frac{-N}{6 L^{1 / 2-\delta}}\right)
\end{aligned}
$$

The probability that any block is evicted from the cache in any subsequence in which it is requested is at most $N L \exp \left(-N / 6 L^{1 / 2-\delta}\right)$, which is $o(1)$ for $L=N^{\epsilon}, 0<$ $\epsilon<1$.
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