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Abstract

In this paper, we give new techniques for designing efficient algorithms for computational geometry problems that are too large to be solved in internal memory, and we use these techniques to develop optimal and practical algorithms for a number of important large-scale problems. We discuss our algorithms primarily in the context of single processor/single disk machines, a domain in which they are not only the first known optimal results but also of tremendous practical value. Our methods also produce the first known optimal algorithms for a wide range of two-level and hierarchical multilevel memory models, including parallel models. The algorithms are optimal both in terms of I/O cost and internal computation.

1 Introduction

Input/Output (I/O) communication between fast internal memory and slower secondary storage is the bottleneck in many large-scale information-processing applications, and its relative significance is increasing as parallel computing gains popularity. In this paper we consider the important application area of computational geometry and develop several paradigms for optimal geometric computation using secondary storage.
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Large-scale problems involving geometric data are ubiquitous in spatial databases [24,32,33], geographic information systems (GIS) [10,24,33], constraint logic programming [19,20], objected oriented databases [38], statistics, virtual reality systems, and computer graphics [33]. As an example, NASA’s soon-to-be petabyte-sized databases are designed to facilitate a variety of complex geometric queries [16]. Important operations on geometric data include range queries, constructing convex hulls, nearest neighbor calculations, finding intersections, and ray tracing, to name but a few.

1.1 Our I/O model

In I/O systems, data are usually transferred in units of blocks, which may consist of several kilobytes. This blocking takes advantage of the fact that the seek time is usually much longer than the time needed to transfer a record of data once the disk read/write head is in place. An increasingly popular way to get further speedup is to use many disk drives and/or many CPUs working in parallel [12,13,18,25,28,36]. We model such systems, examples of which are shown in Figure 1, using the following four parameters:

\[ M = \# \text{items that can fit in internal memory}; \]
\[ B = \# \text{records per block}; \]
\[ P = \# \text{CPUs (internal processors)}; \]
\[ D = \# \text{disk drives}. \]

For the problems we consider, we define three general parameters:

\[ N = \# \text{items or updates in the problem instance}; \]
\[ K = \# \text{query operations in the problem instance}; \]
\[ T = \# \text{items in the solution to the problem}. \]
We will assume that collectively have size a hypercube or an EREW PRAM and their memories and $1$ that we would like to minimize simultaneously are the processors are connected by some topology such as the number of I/Os and the internal computation time.

The relevant terms that enter the formulae for the I/O bounds are often in units of blocks, such as $N/B$, $M/B$, and so on. For that reason we define the following shorthand notation:

$$
\nu = \frac{N}{B}, \quad \mu = \frac{M}{B}, \quad \kappa = \frac{K}{B}, \quad \tau = \frac{T}{B}.
$$

In order to get across our techniques in the minimum space, we illustrate our results in this paper to the special case of the I/O model in which $P = 1$ and $D = 1$. Even in this simplified model our results are extremely significant, as $P = 1$ and $D = 1$ accurately models the vast majority of I/O systems currently installed and being produced, yet no optimal algorithms were previously known for the problems we discuss. Additionally, our results are optimal in the general I/O model and in the parallel hierarchy models. In particular, in the I/O model, using $P$ processors reduces the internal computation time by a factor of $P$ and using $D$ disks reduces the number of I/O steps by a factor of $D$. This is discussed in greater detail in Section 6 and in the full version of this paper.

1.2 Our results

In this paper we present a number of general techniques for designing external-memory algorithms for computational geometry problems. These techniques include the following:

- **distribution sweeping**: a generic method for externalizing plane-sweep algorithms;

- **persistent B-trees**: an off-line methods for constructing an optimal-space persistent version of the B-tree data structure. For batched problems this gives a factor of $B$ improvement over the generic persistence techniques of Driscoll et al. [11];

- **batch filtering**: a general method for performing $K$ simultaneous external-memory searches in data structures that can be modeled as a planar layered dag;

- **external marriage-before-conquest**: an external-memory analog to the well-known technique of Kirkpatrick and Seidel [22] for performing output-sensitive hull constructions.

We apply these techniques to derive optimal external-memory algorithms for the following fundamental problems in computational geometry: computing the pairwise intersection of $N$ orthogonal segments, answering $K$ range queries on $N$ points, constructing the 2-d and 3-d convex hull of $N$ points, performing $K$ point location queries in a planar sub-division of size $N$, finding all nearest neighbors for a set of $N$ points in the plane, finding the pairwise intersections of $N$ rectangles, computing the measure of the union of $N$ rectangles, computing the visibility of $N$ segments from a point, performing $K$ ray-shooting queries in CSG models of size $N$, as well as several geometric dominance problems. Our results are summarized in the following theorem, individual parts of which are discussed in the remaining sections of the paper.

**Theorem 1.1:** Each of the problems mentioned in the preceding paragraph can be solved in external memory using $O((\nu + \kappa) \log \nu + \tau) \ I/Os$. If $D$ disks are used in parallel, the number of I/Os required can be reduced by a factor of $D$.

For problems in which there are no queries as part of the problem instance, we use $K = 0$ (and thus $\kappa = 0$); if the output (solution) size is fixed, we use $T = 1$ (and thus $\tau = 1/B = o(1)$).
2 Distribution sweeping

The well-known planar sweep paradigm [30] is a powerful approach for developing computational geometry algorithms that are efficient in terms of internal computation. In this section we develop a new plane sweep approach that for the first time achieves optimal I/O performance (and a subsequent improvement in practice) for a large number of large-scale off-line problems in computational geometry. Specific examples that we explore include orthogonal segment intersection, batched range queries, computing all nearest neighbors, rectangle intersection and union computations, visibility among a set of non-intersecting line segments, and 3-d maxima.

We assume we are given a sequence $\sigma = \sigma_1 \sigma_2 \ldots \sigma_N$, such that each $\sigma_i$ is an update operation of the form $\text{insert}(x)$ or $\text{delete}(x)$, where each such $x$ is taken from a known total order $\omega$. The sequence $\sigma$ corresponds to the sequence of update operations during the sweep. In addition, we are given a sequence $\rho = \rho_1 \rho_2 \ldots \rho_K$, such that each $\rho_i$ is a query operation $\text{query}(j)$, which is defined as some kind of search in a search tree defined on $\omega$ by performing the operations $\sigma_1 \sigma_2 \ldots \sigma_j$. We assume, without loss of generality, that the $\rho_i$'s are sorted by their $j$ arguments. The problem is to determine the answer to each $\rho_i$ query.

One obvious external-memory solution to this problem is to implement the search tree as a dynamic B-tree [6,9] and to perform the queries in $\rho$ in an on-line fashion while performing the updates in $\sigma$. Unfortunately, this requires $\Theta((N + K) \log_\mu \nu) = \Theta(B(\nu + K) \log_\nu \nu)$ I/O operations in the worst case, which is prohibitive. Previous work using lazy batched updates on the B-tree yielded algorithms with $O((\nu + K) \log_\nu \nu)$ I/Os [34].

In Sections 2.1 and 2.2 we show how to perform the queries using only $O((\nu + K) \log_\nu \nu)$ I/Os, which is optimal. The lower bound follows by a simple reduction from the sorting problem, which has the same I/O bound as a lower bound [3]. Our new method uses an off-line top-down implementation of the sweep, which in turn is based upon a novel application of the subdivision technique used by in the "distribution sort" algorithms of [3,27,37]. It is for this reason that we refer to our technique as distribution sweeping.

2.1 An example: orthogonal segment intersection reporting

Before discussing the distribution sweeping as a general technique, let us begin with a simple example illustrating the main ideas involved. The example we will use is the problem of reporting all intersecting pairs from a set of $N$ orthogonal line segments. This problem is important in graphics and VLSI design systems.

We define the sweep in terms of a vertical sweep of the plane by a horizontal line. The $x$-coordinates of the vertical segments define the total order $\omega$, and the $y$-coordinates of their endpoints define the sweep-line update events in $\sigma$. The $y$-coordinates of the horizontal segments define the sweep-line query events in $\rho$.

Initially, we use an optimal sorting algorithm so that endpoints of all segments are in two sorted lists, one sorted by $x$ and the other by $y$. We now partition the points into $[\nu]$ vertical strips $\gamma_i$. Now the sweeping begins, progressing from top to bottom. As we sweep, we will report some of the segment intersections and distribute data to recursive subproblems that we can solve to find the rest. When the top endpoint of a vertical segment is encountered, the segment is inserted into an active list $A_i$ associated with the strip $\gamma_i$ in which the segment lies, and later when the bottom endpoint is encountered, the segment is deleted from $A_i$. When we encounter a horizontal segment $R$, we consider the strips that $R$ passes completely through and report all the vertical segments in the active lists of those strips. Note that horizontal segments are only distributed to the two strips containing their endpoints, thus at each level of recursion each segment is represented only twice. Once the number of points in a recursive subproblem falls below $M$, we simply solve the problem in main memory. This process is illustrated in Figure 2.

Insertions and vertical segments can be processed efficiently using blocks. With the exception of deleting segments from active lists, the total number of I/Os performed by this method is optimal $O(\nu \log_\nu \nu + \tau)$, where $\tau = \frac{T}{B}$ and $T$ is the number of intersections reported. If "vigilant" deletion is used to delete each segment as soon as the sweep line reaches the bottom endpoint, a nonoptimal $O(N) = O(B\nu)$ term is added to the I/O bound. Instead we use the following lazy approach: For each strip, we maintain a stack of insertions processed so far. When a new segment is inserted, we simply add it to the stack. We keep all but the most recently added $B$ elements of this stack in blocks of size $B$ in external memory. When we are asked to output the active list, we scan the entire stack, outputting the segments still current and removing the segments whose deletion time has passed. A simple amortization argument shows that this method achieves the bound of Theorem 1.1.
distribution sorting algorithms. Asymptotically, partitioning the input in this manner does not affect the overall running time of an algorithm since it increases the depth of recursion by only a constant factor of 2.

We make use of this lemma to process the updates $\sigma$ and the queries $\rho$ as follows: We first merge $\sigma$ and $\rho$ into a single list ordered by index. This can be done in $O(\nu)\ I/O$s by a simple merging procedure. Moreover, during this same merging procedure we can construct the set $X$ of all elements referenced in $\sigma$ (possibly with duplicates). We then apply Lemma 2.1 to partition $X$ into $X_1, X_2, \ldots, X_\nu$, by the $\omega$ ordering. Since the operations in $\sigma$ and $\rho$ are defined for a tree structure ordered by $\omega$, this distribution immediately implies that each $\sigma_i$ and $\rho_i$ can be decomposed into suboperations $\sigma_{i,1}, \sigma_{i,2}, \ldots, \sigma_{i,z}$ and $\rho_{i,1}, \rho_{i,2}, \ldots, \rho_{i,z}$, such that $\sigma_{i,j}$ (resp., $\rho_{i,j}$) is defined on $X_j$. The specific definitions of these suboperations will, of course, depend upon the application. Note that in the example given in Section 2.1 they were recursively solving the problem in the strips $\gamma_i$. Since $\sigma$ and $\rho$ are defined for a tree structure ordered by $\omega$, only $O(1)$ suboperations $\sigma_{i,j}$ (resp., $\rho_{i,j}$) involve a recursive search in $X_j$ for any $i$. The other suboperations for $X_j$ involve an update or query that can be performed by a single scan (ordered by $i$) through these non-recursive $\sigma_{i,j}$ and $\rho_{i,j}$ operations. Since $s$ is $O(\sqrt{\nu})$ we may perform these non-recursive suboperations, as well as construct an ordered list of each sequence of recursive suboperations, by a single pass through the combined $\sigma$-$\rho$ list. We form all the recursive sublists simultaneously in main memory using $s$ “buckets” of size $\sqrt{MB} \geq B$. As soon as a bucket fills, we “empty” its contents out to external memory. During this pass, for each $j$, we also maintain an active bucket in main memory that stores information (such as counts, sums, or pointers into external memory) for the elements in $X_j$ present after performing the operations on the elements of $X_j$ up to the current one ($\sigma_{i,j}$ or $\rho_{i,j}$). The active buckets are used to answer the non-recursive suboperations. Having performed all the non-recursive suboperations, we then recursively perform each sequence of recursive suboperations in turn. A single pass requires only $O(\sqrt{\nu})\ I/O$s and results in $s$ subsequences made up of $O(\nu/s)$ blocks each, which requires only $O(\nu)$ blocks for all the subsequences combined. Thus, the total number of $I/O$s needed is $O(\nu \log_s \nu) = O(\nu \log_\nu \nu)$.

2.3 Other applications of distribution sweeping

Though space precludes a full exposition, the distribution sweeping method can be used to solve a num-

---

Figure 2: Distribution sweeping for orthogonal segment intersection. Suppose the sweep line (moving down from the top) has reached horizontal segment $a$. At this point the active lists for the four strips are $A_1 = \{b\}$, $A_2 = \{c, d\}$, $A_3 = \{e, f\}$, and $A_4 = \{g\}$. Note that this assumes lazy deletion. At this point, the intersection of $a$ and $c$, $d$, and $f$ are reported because $a$ fully spans $\gamma_2$ and $\gamma_3$. Note that the intersection of $a$ and $b$ will not be reported until the problem is solved recursively on $\gamma_1$. $e$ and $g$ are now deleted from $A_3$ and $A_4$ respectively. Finally, we distribute the points to the subproblems corresponding to the strips.

2.2 General distribution sweeping

In this section we present the distribution sweeping technique at a high level. Our method is based upon the following “distribution lemma,” which we will use to distribute input data into recursive subproblems.

Lemma 2.1: [3,37] Let $S$ be a set of $N$ elements taken from some total order $\omega$, and let $S$ be stored in $\nu = N/B$ blocks in external memory. Then, using only $O(\nu)$ $I/O$ operations, $S$ can be partitioned into $s = \lfloor \sqrt{\nu} \rfloor = \lfloor \sqrt{MB} \rfloor$ subsets $S_1, S_2, \ldots, S_s$ such that, for all $i$, $\frac{1}{2} N \leq |S_i| \leq \frac{3}{2} N$, and each element in $S_i$ is less than each element in $S_{i+1}$.

Note that this lemma divides the input into $\lfloor \sqrt{\nu} \rfloor$ subsets, whereas in the example in the previous section we divided the input into $\lfloor \mu \rfloor$ strips. The difference is that this lemma does not require the input to be sorted by the $\omega$ ordering before it is partitioned; in fact this lemma was originally proven for use in
ber of other off-line problems in computational geometry that are traditionally solved by plane sweep techniques. The resulting algorithms use an optimal $O((v + \kappa)\log_2 v + \tau)$ I/Os. Problems in this category include batched range queries, finding all nearest neighbors, computing the visibility from a point in the plane, finding pairwise rectangle intersections, computing the measure of a union of rectangles, and the 3-d maxima problem. These problems are discussed in greater detail in the full version of this paper.

3 Persistent B-trees

The B-tree data structure [6,9] is a fundamental structure for maintaining a dynamically-changing dictionary in external memory. In some cases, however, it may be advantageous to be able to access previous versions of the data structure. Being able to access such previous versions is known as persistence, and there exist very general techniques for making most data structures persistent [11]. Persistence can be implemented either in an on-line fashion (i.e., where the tree updates are coming on-line) or in an off-line fashion (i.e., where one is given the sequence of tree updates in advance).

For the on-line case, the method of Driscoll et al. [11] can be applied to hysterical B-trees as described by Maier and Salvetier [26]. Since it is on-line, this structure requires $O(N\log_2 v)$ I/Os to construct, which is optimal in an on-line setting. Unfortunately, this is a factor of $B$ away from optimal for the sort of batch geometric problems we would like to consider. For these we need an off-line strategy that requires only $O(v\log_2 v)$ I/Os. In the following section we describe just such a method.

3.1 Off-line persistence

In the off-line case we can build a persistent tree by the distribution sweep method. We slightly modify our application of distribution sweeping for this construction, however, in that we follow the recursive calls on the sequences of suboperations by a non-recursive “merge” step.

We begin by applying Lemma 2.1 to divide the set $X$ of elements mentioned in $\sigma$ into $s$ groups of size roughly $N/s$ each, where $s = \lceil \sqrt{v} \rceil$. This, of course, divides $\sigma$ into $s$ subsequences, one for each group. We then recursively construct a persistent data structure for each subsequence. Each such recursive call returns a list of “roots” of $s$-way trees, each of which is marked with a time stamp that represents the index in $\sigma$ when this root was created. We mark every $s$th element in each list as a “bridge” element and we merge these bridge elements into a single list $Y$. We store pointers from each element $\eta \in Y$ to all its bridge predecessors in the recursively-constructed lists. The list $Y$, together with these pointers, defines the roots of the persistent structure. Since we only choose every $s$th element from each list as a bridge, it is easy to see that total space needed is $O(v)$ blocks, and the depth of the resulting (layered dag) persistent structure is $O(\log_2 v)$.

A search in the past, say at time position $i$, begins by locating the root active for time $i$ and searching down in the structure from there, always searching in nodes whose time stamp is the largest time stamp less than or equal to $i$. Performing only one such search would not be an efficient strategy, however, unless $s = \sqrt{v}$ is $O(B)$. Nevertheless, as we show in the next section, this is a very efficient data structure (e.g., for point location) if it is searched using the batched filtering technique.

4 Batch filtering

In this section we demonstrate how, for many query problems in computational geometry, we can represent a data structure of size $N$ in $v$ disk blocks in such a way that $K$ constant sized output queries of the data structure can be answered in $O((v + \kappa)\log_2 v)$ I/O operations. Because we represent the data structure as a dag through which the $K$ queries filter down from source to sinks, we call this technique batch filtering.

Given a data structure that supports queries, we can often model the processing of a query as the traversal of a decision dag isomorphic to the data structure. We begin at a source node in the dag, and at each node we visit, we make a decision based on the outcome of comparisons between the query value and some number $d$ of values stored at the node. We then make a decision as to which of the node’s $O(d)$ children to visit next. This process continues until we reach a sink in the dag, at which point we report the outcome of the query.

By restricting the class of such dags we are willing to consider, we are able to prove the following lemma, which will serve as a building block for optimal algorithms to solve a number of important geometric problems.

Lemma 4.1: Let $G = (V, E)$ be a planar layered decision dag with a single source such that the maximum out degree of any node is $\mu$. Let the graph be represented in $v$ blocks, with the nodes ordered by level and the nodes within a level ordered from left to right. Let
$N = |V|$ and let $h$ be the height of $G$. We can filter $K$ inputs through $G$ in $O(\nu + hK)$ I/O operations.

**Proof Sketch:** We traverse the levels one by one, sending all $K$ inputs to the $i$th level before any are sent to the $i+1$st. We do this by maintaining two FIFO queues, one for the current level and one for the next level. Each such queue is left to right list of edges between its level and the next one. If less than $B$ inputs traverse an edge then they are explicitly stored in the queue. If $B$ or more traverse the edge, then the queue contains a pointer to a linked list of blocks storing them. Since the graph is planar, there exists an efficiently blocked method of producing one queue form the previous queue. □

Fortunately, the restrictions imposed on the type of decision dags we can handle with batch filtering is not too severe. In particular, many computations use decision trees, which clearly constitute a special case of the lemma. Often these trees are binary, but we can divide a binary tree into layers of height $O(\log \mu)$ and then store each node on a layer boundary along with all its descendants in the layer below it as a single node with branching factor $\mu$. This allows us to reduce $h$ by a factor of $O(\log \mu)$ yet still meet the conditions of the lemma. We will see this approach used in solving subproblems of the 3-d convex hull problem in Section 5.3.

Another way of using batch filtering, as is to be seen in Section 4.1, is by structuring more complicated decision dags as recursive constructions to get around the planarity restrictions of the lemma.

**4.1 Application: multiple-point planar point location**

Planar point location is one of the fundamental problems of computational geometry. In the version of the problem considered here, we are given a monotone planar decomposition having $N$ vertices, and a series of $K$ query points. For each query point, we are to return the identifier of the region in which it lies. In main memory, this problem can be solved in optimal time $O((N + K) \log N)$ using fractional cascading [7,8]; $O(N \log N)$ is spent on preprocessing and $O(K \log N)$ is needed to perform the queries.

Tamassia and Vitter [35] have demonstrated a technique by which the fractional cascading used to solve this problem can be implemented in parallel. Their technique can solve our problem in $O((N/p + K) \log N)$ time on a PRAM with $p$ processors. We can use a method based on their construction, but using $\mu$ in place of $p$ to get a data structure that looks like a $\mu$-ary tree augmented with catalogs. Clearly we can apply the technique of Lemma 4.1 to the main tree, but the bridge pointers connecting the catalogs make the dag non-planar. To get around this, we note that as queries traverse the edges between nodes in the main tree, they are ordered by the catalog values they query. This ordering is established at the root of the data structure, where a $\mu$-ary tree is used to locate the queries in the first catalog. By relying on this ordering, we can efficiently process the queries that arrive at each node of the main tree. The overall complexity of this technique is thereby maintained at $O((\nu + \kappa) \log_\mu \nu)$. Full details of the construction appear in the full version of the paper.

**5 Convex hull algorithms**

The convex hull problem is that of computing the smallest convex polytope completely enclosing a set of $N$ points in $d$-dimensional space. This problem has important applications ranging from statistics to graphics to metallurgy. In this section we will examine the problem in external memory for two and three dimensions. The three-dimensional case is particularly interesting because of the number of two-dimensional geometric structures closely related to it, such as Voronoi diagrams and Delaunay triangulations. In fact, by well-known reductions [17], our 3-d convex hull algorithm immediately gives external-memory algorithms for planar Voronoi diagrams and Delaunay triangulations with the same I/O performance.

In main memory the lower bound for computing the convex hull of $N$ points in dimension $d > 1$ is $\Omega(N \log N)$ in the worst case [30]. In secondary memory, this bound becomes $\Omega(\nu \log_\mu \nu)$. In this section we give optimal algorithms that match this lower bound. For the two-dimensional case we show how to get around this lower bound for the case when the output size $T$ is much smaller than $N$ (in the extreme case, $T = O(1)$). We develop an output-sensitive algorithm based upon an external-memory version of the marriage-before-conquest paradigm of Kirkpatrick and Seidel [22].

Our 3-d convex hull is somewhat esoteric, so we also describe a simplified version which, although not optimal asymptotically, is simpler to implement, and will be faster for the vast majority of practical cases.

**5.1 A worst-case optimal two-dimensional convex hull algorithm**

For the two-dimensional case, a number of main memory algorithms are known that operate in optimal
time \( O(N \log N) \) [30]. A simple way to solve the problem optimally in external memory is to modify one of the main memory approaches, namely Graham’s scan [16]. Graham’s scan requires that we sort the points, which can be done in \( O(\log \mu) \) I/O operations, and then scan linearly through them, at times backtracking, but only over each input point at most once. Clearly this scanning stage can be accomplished in \( O(\nu) \) I/O operations, so the overall complexity of the algorithm is \( O(\nu \log \mu) \).

### 5.2 An output-sensitive two-dimensional convex hull algorithm

If the output size \( T \) is significantly smaller than \( N \) (for example, \( T \) can be \( O(1) \)) then we can do better than the Graham scan approach. In this section we show how to construct a two-dimensional convex hull using a number of I/Os that is output-size sensitive in a stronger sense than any of the algorithms discussed thus far. Note that when \( T = o(N) \), we actually do better than Theorem 1.1 indicates. Our results are optimal, as stated in the following theorem.

**Theorem 5.1:** Let \( S \) be a set of \( N \) points in the plane whose convex hull has \( T \) extreme points. If \( \mu^* \) is \( O(B) \) for some constant \( \epsilon > 0 \) then the convex hull of \( S \) can be computed in \( O(\nu \log \mu \tau) \) I/Os, which is optimal.

We omit details in this preliminary version, but the main idea of our method is as follows: First, we observe that we may restrict our attention to the upper hull (i.e., edges with normals with positive \( y \)-components) without loss of generality. We use the Lemma 2.1 to divide the set of input points into \( s = \lfloor \sqrt{\mu^*} \rfloor \) buckets divided by vertical lines. We then use an external-memory implementation of a method of Goodrich [15] for combining prune-and-search bridge finding [22] with the Graham scan technique [16] to find all the upper hull edges intersecting our given vertical lines. Our implementation uses \( O(\nu) \) I/Os. Given these hull edges we may then recurse on any buckets that are not completely covered by the hull edges we just discovered. Our analysis is based on the fact that in any such divide step we either reduce the number of points under consideration by a constant fraction or we will discover \( \Theta(s) \) hull edges (possibly both). If \( \mu^* \) is \( O(B) \) for some constant \( \epsilon > 0 \), this implies that the total number of I/Os is \( O(\nu \log \mu \tau) \), which is optimal for any value of \( T \).

### 5.3 Three-dimensional convex hulls

Even in main memory, sweep plane algorithms fail to solve the 3-d convex hull problem, and we must resort to more advanced divide and conquer approaches [29]. One idea is to use a plane to partition the points into equally sized sets, recursively construct the convex hull for each set, and then stitch the recursive solutions together in linear time. Unfortunately, we know no way of implementing an algorithm of this type in secondary memory; the problem is that we cannot adequately anticipate all possible paths through the data that might be traversed during the combining phase. Another obstacle is that we need to be able to stitch together \( O(\mu^*) \) recursive solutions in linear time, rather than just two. If we use any fewer, then the depth of the recursion will not be small enough to give us an optimal algorithm.

In order to get around the problems associated with a merging approach, we use a novel formulation of the distribution method. We consider the dual of the convex hull problem, namely that of computing the intersection of a set of \( N \) half spaces all of which contain the origin. Standard geometric duality transformations [30] are used to show the equivalence of convex hull and halfspace intersection. Once we are dealing with the dual problem, we can use a distribution based approach along the lines of that proposed by Reif and Sen for computing 3-d convex hulls in parallel [31].

Let \( S \) be a set of \( N \) halfspaces all of which contain the origin. Let the boundary of a halfspace \( h_i \in S \) be denoted \( P_i \). Suppose we have a subset \( S_0 \subseteq S \) such that \( |S_0| = N^\epsilon \). Let \( I_h = \bigcap_{h_j \in S_0} h_j \). A face of \( I_h \) might have up to \( N^\epsilon \) edges. We can reduce this complexity by triangulating each face, which can be done by sorting the vertices of \( I_h \) along a vector not perpendicular to any face and then sweeping a plane along this sorted order. By Euler’s law the size of the resulting set of faces is at most \( O(N^\epsilon) \). We can now decompose \( I_h \) into \( O(N^\epsilon) \) cones \( C_i \); each of which has one of these faces as a base and the origin as an apex. An obvious way of distributing the halfspaces into subproblems is to create a subproblem for each cone \( C_i \), consisting of finding the intersection of all halfspaces \( h_j \in S \setminus S_0 \) whose bounding planes \( P_j \) intersect \( C_i \). Unfortunately, a given \( P_j \) may intersect many cones, so it is not clear that we can continue to work through the \( O(\log \log N) \) required levels of recursion without causing a very large blow up in the total size of the subproblems. Luckily, using a form of random sampling called polling and eliminating redundant planes from within a cone prior to recursion [31], we can with high probability get around this problem. (In this discussion, the phrase “with high probability” means with probability \( 1 - N^{-a} \), for some constant \( a \).)

Algorithm 5.1 is the resulting distribution algo-
Halfspace Intersection

**Input:** A set $S$ of $N$ halfspaces in 3-d space.

**Output:** The set of all halfspaces $h_i \in S$ whose bounding planes lie on the boundary of the intersection $\bigcap_{h_i \in S} h_i$

1. For $j = 1$ to $\Theta(\log \nu)$, take a random sample $S_j$ of $S$, where $|S_j| = N^\varepsilon$ for a constant $0 < \varepsilon < 1$.
2. Recursively solve the halfspace intersection problem on each sample $S_j$, giving a set of solutions $I_j$.
3. Use polling ([31]) to estimate the size of the partition of $S - S_j$ that each sample solution $I_j$ will induce. Let $S_r$ be the sample whose solution $I_r$ generates the smallest such partition.
4. For each cone $C_i$ of $I_r$, compute $R_i$, the set of halfspaces in $S - S_r$ whose boundaries intersect $C_i$.
5. Eliminate redundant planes from each $R_i$, yielding $R_i^*$.
6. Recursively solve the halfspace intersection problem on each set $R_i^*$.

**Algorithm 5.1:** An algorithm for computing the 3-d convex hull of a set of points.

To implement distribution sweeping in these models, we can also rely on the many-way divide-and-conquer approach of Atallah and Tsay [5], which can be extended to the I/O model.

### 6 Parallel and multi-level extensions

Up to this point our discussion has centered on the case where $D = 1$ and $P = 1$. As has been mentioned, even in this restricted model the results presented here are of tremendous practical importance. Our results are even more significant, however, because the paradigms described in this paper continue to work even when parallelism is added and $D$ and $P$ increase. Furthermore, they can be made to work optimally on hierarchical models having more than two levels; these include the well known HMM [1], BT [2], and UMH [4] (pictured in Figure 3), and their parallelizations [27, 37] (pictured in Figure 4).

Details of the algorithms for these models are discussed in the full version of this paper. To a large extent they are based on modified versions of two of the main paradigms discussed above, namely distribution sweeping and batch filtering. We can also rely on the many-way divide-and-conquer approach of Atallah and Tsay [5], which can be extended to the I/O model.
Figure 4: Parallel multilevel memory hierarchies. The $H$ hierarchies (of any of the types listed in Figure 3) have their base levels connected by $H$ interconnected processors.

7 Conclusion

We have given a number of paradigms for external-memory computational geometry that yield the first known I/O optimal algorithms for several interesting large-scale problems in computational geometry. Because they are simple and practical both on currently common systems ($P = 1$, $D = 1$), and the parallel I/O systems likely to replace them in the not too distant future, we are convinced that the methods will gain widespread use.

Nevertheless, there are a number of interesting problems that remain open:

- Is there a data structure for 2-d on-line range queries that achieves $O(\log B \nu + \tau)$ I/Os for updates and range queries using $O(\nu)$ blocks of space? (The off-line version of the problem is solved optimally in this paper.) Updates and three-sided range queries can be handled by metablock trees [20] in $O(\log B \nu \log B + \tau)$ I/Os using $O(\nu)$ space. Two-sided range queries anchored on the diagonal can be done in $O(\log B \nu + \tau)$ I/Os per query and $O(\log B \nu + (\log B \nu)^2 / B)$ I/Os per (semidynamic) insert [20].

- Can an $N$-vertex polygon be triangulated using $O(N/B)$ I/Os? Under what conditions?

- Can we find all intersecting pairs of $N$ non-orthogonal segments using $O(\nu \log B \nu + \tau)$ I/Os?
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