Multiple Regression in R 

We will work with the data from Problem 6.9, Grocery Retailer.  Assume we have imported this data into R and have named the data table Grocery,  and assume we have named its four columns Hours, Cases, Costs, and Holiday, respectively, using the commands:

> Grocery <- read.table("CH06PR09.txt")

> names(Grocery) <- c("Hours","Cases","Costs","Holiday")
Our preliminary investigation includes making stem-and-leaf plots, boxplots, etc. to look for outlying observations, gaps in the data, and so on.  These techniques are addressed in the handout, “Diagnostics in R.”  We also may want to obtain the scatterplot matrix and correlation matrix.

To obtain the scatterplot matrix for all four variables, just give the R command:

> pairs(Grocery, pch=19)
but use the name of your data table.  The choice of plotting character is yours, though.   The scatterplot matrix will appear on the graphics device in R:
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This matrix enables you to tell whether the response variable appears to have any association with any of the predictor variables, and if any two of the predictor variables appear to be correlated.  For the categorical variable Holiday the Scatterplot matrix is not very helpful because it only has two values, 0 and 1.
To obtain the correlation matrix, use the R command:

> cor(Grocery)

This matrix gives you the strength of the linear relationship between each pair of variables.  Note that the matrix is symmetric with 1s on the diagonal.

            Hours      Cases      Costs    Holiday

Hours   1.0000000 0.20766494 0.06002960 0.81057940

Cases   0.2076649 1.00000000 0.08489639 0.04565698

Costs   0.0600296 0.08489639 1.00000000 0.11337076

Holiday 0.8105794 0.04565698 0.11337076 1.00000000

Now suppose you wish to fit a regression model for the three predictor variables Cases, Costs, and Holiday and the response variable Hours, and suppose you choose to name the model Retailer.  Then the R commands to obtain the model and display its results are:

> Retailer <- lm(Hours~Cases+Costs+Holiday, data=Grocery)

> summary(Retailer)

R displays the summary of the model:
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The summary gives you the parameter estimates b0, b1, b2, and b3, their respective standard errors, the t* statistics for testing the individual null hypotheses H0: βk = 0 for k = 0, 1, 2, 3 and 4, and the corresponding P-value for each test.  The estimated regression function is then 

Ŷ = b0 + b1 X1 + b2 X2 + b3 X3
Note that in the summary, the line for b0 begins with “(Intercept)” and the line for each additional parameter estimate begins with the name of the predictor variable associated with that parameter.  If you want to see just the parameter estimates, just type the name of your model and hit Enter.  

If you want individual confidence intervals for the parameters, follow the same procedure described in the “Regression Inferences in R” handout using the confint() function.  For joint confidence intervals using the Bonferroni method, use level = 1 – (/g  in the confint() function, where g is the number of parameters for which you want joint confidence intervals, and ( is the confidence coefficient.
The summary also provides you with the residual standard error, which is the square root of MSE as before, along with its degrees of freedom, n – p, where p = 4 in this case since there are four parameters estimated.  

The summary also provides you with the coefficient of multiple determination, R2, as well as the adjusted coefficient of multiple determination (see p.226 of the text).  

Finally, the summary gives you the F* statistic for testing the null hypothesis 

H0: β1 = β2 = β3 = β4 = 0

And the corresponding P-value.

If you want the sequential ANOVA table, which gives the decomposition of SSR into “extra sums of squares” as in Table 7.3 on p.261, use the command: 

> anova(Retailer)

but, of course, use the name of your model.  The result is:
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‘citation()' on how to cite R or R packages in publications.

Type 'demo()' for some demos, 'help()' for on-line help, or
‘help.start()' for an HTHL browser interface to help.
Type 'af)’ to quit R.

[Previously saved workspace restored]

> 1s0)

character (0)

> Gracery <- read.table("CHOGPRDS.txc")

> names (Grocery) <- c{"Hours","cCases","Costs", "Holiday")
> Retailer <- Inm{Hours-Cases+Costs+Holiday, data=Grocery)
> anova. ln(Retailer)

analysis of Variance Table

Response: Hours
D Sum Sq Mean Sq F value  Pr(>F]
Cases 1 136366 136366 6.6417 0.01309 *
Costs 1 5726 S726 0.2789  0.59987
Holiday 1 2034514 2034514 99.0905 2.941e-13 *%%

Residuals 48 985530 20532

Siguit. codes: 0 7T 0.001 T 0.01 T 0.05 1. 0.1 0 11
21 = 5
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[245000, 740, 0]. In K, type
> R < (1, 24500, 7.40, 0}

This creates a vector X in R, where 1 corresponds to the intercept, and the next three
values correspond to X1, X2 and 3.
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If you want to find or store SSTO or MSE for future use, you can use the commands

SSTO <- sum( anova(Retailer)[,2] )

MSE <- anova(Retailer)[4,3]

Note here that R thinks of the ANOVA table as a matrix consisting of four rows and five columns.  Of course, the number of rows depends on the number of predictors in the model.   The first command adds all the values in the second column ("Sum Sq") of the table.  The second command identifies MSE as the element in row 4 of column 3.  If  there are more or fewer rows, be sure to use the last row, denoted by "Residuals."   

If you want the basic ANOVA table as in Table 6.1 on p.225, you would have to add the values for the sum of squares in the rows of the sequential ANOVA table corresponding to the three (in general, p-1) predictor variables to get SSR, then divide this by p-1 to get MSR.  Then divide this by MSE to get the F* statistic, which should agree with the one given in the summary.  Here is how you can get R to do this for you in this example:
> SSR <- sum( anova(Retailer)[1:3,2] )

> F <- (SSR / 3) / MSE
Then F will contain the value of F* as found in the summary.  The first command adds the first three values in the second column ("Sum Sq") of the table (since there are 3 predictors).  The second command divides this total by 3, then divides that result by MSE.  You would modify this for more or fewer predictors, and use the name of your model.   
To obtain the variance-covariance matrix for your vector of parameter estimates, the command is:

> vcov(Retailer)

Again, use the name of your model.

To estimate the mean response at a given vector Xh we will use the formulae (6.55), (6.58), and (6.59) on p.229.  Suppose we want to estimate the mean response at Xh = [245000, 7.40, 0].   In R, type

> X <- c(1, 24500, 7.40, 0)

This creates a vector X in R, where 1 corresponds to the intercept, and the next three values correspond to X1, X2 and X3.

Using formula (6.55) we find Ŷh.  In R we type 

> Yhat <- t(X) %*% Retailer$coefficients

(again, use the name of your model in place of Retailer).  The value of Ŷh will be stored in the variable Yhat. 

Next we find s{Ŷh} using formula (6.58).  In R we type

> s <- sqrt( t(X) %*% vcov(Retailer) %*% X )

(but use the name of your model).  The value of s{Ŷh} will be stored in the variable s.  Then obtain the value of t(1 – α/2; n – p), using the appropriate values of  α, n and  p.  For a 90% confidence interval with the above model, in which n = 52 and p = 4, you would type:

> t <- qt(0.95, 48)

and the critical value will be stored in the variable t.   Using formula (6.59), a 90% confidence interval for E{Ŷh} would then be obtained by typing

> c( Yhat – t*s, Yhat + t*s )

 In this example we get the result: (3898.317,  4245.168 ).  For any other vector Xh you would just put the values for X1, X2, …, Xp-1  into the vector X, but be sure to put a 1 as the first entry in the vector to correspond to the intercept.

You can use the same values of Ŷh and s{Ŷh} to find joint confidence intervals for several mean responses using either the Working-Hotelling or Bonferroni procedures.

To find a prediction interval for a new observation Yh(new) corresponding to Xh, you use the same value of Ŷh,  but to find s{pred} use formula (6.63):
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Note that you must square the value obtained above for s{Ŷh} in this formula.  In R, to get the prediction interval you can type

> spred <- sqrt( MSE + s^2)

> c( Yhat – t*spred, Yhat + t*spred )
but use the name of your model in place of Retailer.  This assumes you stored MSE previously (see p.3, above).
Likewise you can find simultaneous Scheffé or Bonferroni prediction intervals for g new observations at g different levels Xh using the above values for Ŷh  and s{pred}.

To see the residuals or the fitted values, and to add them to your data table, follow the procedures described in the “Diagnostics in R” handout.  
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