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Abstract—During the past decade, user privacy has become an important issue in networked computing environments. For instance, mobile applications and devices are increasingly asking users to provide personal information, as well as monitoring users through behavioral tracking. This privacy-invasive practice is likely to increase with the proliferation of sensor devices in the upcoming era of Internet of Things (IoT). However, there has been comparatively little research so far aimed at understanding people’s notion of privacy in connection with IoT. In earlier work, we unveiled five contextual parameters that characterize IoT service scenarios, and five reaction parameters that describe people’s attitudes toward the scenarios. In this paper, we aim to understand how these contextual parameters impact people’s privacy perceptions of IoT scenarios. To this end, we conducted a survey with 200 respondents on 2800 hypothetical IoT scenarios (mostly about information monitoring activities), and analyzed them using a K-modes clustering algorithm. We identified four clusters of scenarios, with clearly distinctive associated user reactions. By comparing the different clusters, we can identify contextual parameters that are associated with higher or lower acceptance of sensor tracking in IoT environments.

Index Terms—IoT, privacy, online survey study, categorical data analysis, K-modes clustering.

I. INTRODUCTION

With the widespread use of artificial intelligence technologies like machine learning, tech firms are developing new products meant to make our lives more convenient and productive. For example, Apple, Google and Microsoft are developing intelligent personal assistants, such as Apple Siri, Google Assistant and Microsoft Cortana. These products provide services tailored to each individual user by proactively predicting their needs. To better understand the user, service providers and device manufacturers aggressively collect personally identifiable information (e.g., location data, photos of users’ faces, voice recordings, etc.) and use it as training data for their intelligent services. These industry practices will become even more powerful in future IoT environments, given that nearly all IoT devices are networked and can collectively gather personal information of users.

Without doubt, greater and more detailed volumes of personal information gathered from IoT devices can enable intelligent IoT services to better understand users and thus provide more accurately personalized services to each individual user. At the same time, however, there are still significant challenges to IoT adoption because the collection of personal information can lead to violations of privacy expectations that may harm both the user and the reputation of the firms providing these services [1]. For example, IoT devices may collect users’ personal information without their permission, or may not even give any notice to them when collecting potentially sensitive information like facial photos. Hence, providing services with minimized privacy risks is very important for both protecting users’ privacy expectations and keeping intelligent IoT services sustainable. In order to achieve these objectives, researchers and developers should understand how different factors influence people’s privacy perceptions in an IoT environment. This understanding will enable them to better design privacy-preserving IoT systems and services.

In earlier work [2], we conducted an interview study with the goal of qualitatively assessing users’ privacy perceptions regarding different IoT scenarios. We interviewed 10 participants about 9 IoT scenarios, to gather their opinions on information monitoring activities which they may encounter in their daily lives. These scenarios differed from each other in terms of five contextual parameters: place (“where”), type of collected information (“what”), agent (“who”), purpose (“reason”) and frequency (“persistence”) of the monitoring. We then asked participants for their thoughts on each scenario in terms of several reaction parameters: willingness to be notified (“_notification”), willingness to allow tracking (“_permission”) and evaluations of comfort, risk and appropriateness of the monitoring (“_comfort”, “_risk” and “_appropriateness”).

Even though our previous work provided us with useful insights to extract contextual parameters that might induce privacy violations in IoT environments, it was still unclear how these parameters actually affect people’s concerns about device tracking in such environments. To address this issue, we now perform a cluster analysis on online survey data, composed of IoT scenarios (i.e., contextual parameters) and user responses thereto (i.e., reaction parameters). Because all parameters have either categorical or ordinal values, we utilize K-modes, a variant of the K-means clustering algorithm. We determine that four clusters (K=4) are optimal, each of which is associated with three unique reaction parameters. We compare the identified clusters with respect to each contextual parameter, and discover some latent relationships between the given contextual information and people’s privacy preferences.
II. RELATED WORK

In emerging IoT environments, users are surrounded by various sensor devices that monitor users [3]. New types of user-centric data such as physical activities, mood or presence can be constantly and unnoticeably collected in our daily lives [4]. The collection methods are changing too. Users’ personal information is collected more passively and collectively [5]. Thus, users may feel less aware and in control of personal information being collected.

Researchers have studied several factors that could influence users’ privacy concerns in the IoT environment. For example, Choe et al. revealed that users are less willing to share self-appearance, intimacy behavior, cooking/eating, media use and oral expressions with in-home sensors [6]. Although the authors investigated an important contextual factor, namely location, their findings were limited to the specific place investigated, namely people’s homes. Hu et al. developed a context-aware location sharing system [7]. Their assumption was that users are more likely to share location information with IoT devices in emergencies than under normal circumstances. However, there exist no user studies or experiments to support this claim. Lederer et al. conducted a questionnaire-based study to gauge the relative importance of two contextual factors, inquirer and situation, in determining privacy preferences of users in ubiquitous computing environments [8]. They found that the identity of the information inquirer (4 possible values: spouse, employer, stranger, merchant) is a more dominant factor than situation (2 possible values: working lunch, social evening). However, there is no guarantee that this finding can also be applied to diverse IoT contexts since the situation was too coarsely defined.

Protecting user privacy is a big challenge in the adoption of IoT products and services [1]. A comprehensive understanding of user privacy in the IoT environment is required for service providers to construct privacy-preserving IoT. We find little research that experimentally investigates contextual factors influencing users’ privacy expectations in an IoT environment. Our study is aimed at filling this gap.

III. IN-DEPTH ANALYSIS OF USER PRIVACY IN IoT

In this section, we discuss how we collected and analyzed the online survey data, and what we learned about people’s privacy preferences in IoT environments from this analysis.

A. Data Collection

We recruited 200 participants on Amazon Mechanical Turk (MTurk), educated them about IoT and asked for their opinions on 14 IoT scenarios one by one. To assure the quality of survey responses, we restricted participants to adults who live in United States, are proficient in English and have a high worker reputation (above 95% approval ratings). 100 females and 99 males participated (one person did not disclose their gender), and the majority (57.5%) are aged 25-40.

We generated IoT scenario descriptions through random combinations of the five contextual parameters. Table I shows the possible parameter values and one sample scenario description. Since the scenarios were unique for each participant, 2800 scenarios were created in total. Like in the interview study, we enquired participants about their privacy concerns on the presented scenarios. Table II shows the possible values of the reaction parameters and sample questions. In addition, we asked participants to describe their opinions in a free text field. We then performed a cluster analysis to determine in what way these contextual parameters affect people’s reactions to being tracked in IoT environments.

<table>
<thead>
<tr>
<th>Parameter (id)</th>
<th>Values</th>
</tr>
</thead>
</table>
| “where” (C₁) | 0. your place  
|               | 1. someone else’s place  
|               | 2. semi-public space (e.g., restaurant)  
|               | 3. public space (e.g., street) |
| “what” (C₂)  | 1. phoneID  
|               | 2. phoneID=identity  
|               | 3. location  
|               | 4. location>presence  
|               | 5. voice  
|               | 6. voice>gender  
|               | 7. voice>age  
|               | 8. voice=identity  
|               | 9. voice>presence  
|               | 10. voice>mood  
|               | 11. photo  
|               | 12. photo>gender |
| “who” (C₃)   | 1. unknown  
|               | 2. colleague/fellow  
|               | 3. friend  
|               | 4. own device |
| “reason” (C₄) | 1. safety  
|               | 2. commercial  
|               | 3. social |
| “persistence” (C₅) | 0. once  
|                  | 1. continuously |

Sample Scenario Description

A device of a friend (C₃=3) records your voice to check your presence (C₅=0). This happens once (C₅=0), while you are at semi-public place (C₅=2), for your safety (C₅=1).

<table>
<thead>
<tr>
<th>Parameter (id)</th>
<th>Values</th>
</tr>
</thead>
</table>
| “notification” (R₁) | 1. notify me always  
|                  | 2. notify me just this time  
|                  | 3. don’t notify me |
| “permission” (R₂) | 1. don’t allow always  
|                  | 2. don’t allow just this time  
|                  | 3. allow just this time  
|                  | 4. allow always |
| “comfort” (R₃)   | 1. very uncomfortable/risky/inappropriate  
|                  | 2. uncomfortable/risky/inappropriate  
| “risk” (R₄)      | 3. somewhat uncomfortable/risky/inappropriate  
|                  | 4. neutral |
| “appropriateness” (R₅) | 5. somewhat comfortable/safe/appropriate  
|                     | 6. comfortable/safe/appropriate  
|                     | 7. very comfortable/safe/appropriate |

Sample Questions

• If this situation happens, would you want to be notified (R₁) about it?
• If this situation happens, would you want to allow (R₂) it?
• How appropriate (R₅) do you consider this situation to be?
B. Cluster Analysis

1) K-modes clustering

The K-means clustering algorithm is the most popular data mining technique to partition observations into K clusters. Each observation is assigned to the cluster with the nearest mean, which itself serves as a representative value of the cluster. However, the applicability of K-means is restricted to continuous numeric values. A variant of K-means, the K-modes clustering algorithm, aims to utilize the K-means paradigm for clustering categorical data without the need for data conversion. The K-modes clustering algorithm makes the following extensions to K-means: (1) replacing cluster means with modes, (2) using the simple matching dissimilarity function in place of the Euclidean distance function to compute the distance between categorical objects and (3) updating modes with the most frequent categorical attributes in each iteration of the clustering [9, 10]. To be specific, it divides categorical objects into K groups such that the distance from objects to the assigned cluster modes is minimized. Default simple-matching distance is used to determine the dissimilarity of two objects. It is computed by counting the number of mismatches in all variables. This distance is weighted by the frequencies of the categories (modes) in data. We used klaR [11], an R implementation of the K-modes clustering algorithm, on our Amazon MTurk survey data to find cluster modes and assign each data point to the corresponding cluster based on its dissimilarity function through an iterative clustering process.

2) Selecting the number of clusters

Determining the correct number of clusters is an important step in unsupervised data clustering like K-modes. As a-priori knowledge of the appropriate value of K does not exist for our data set, we heuristically searched for the optimal K by applying the Elbow method [12]. First, we computed the sum of errors (SE) of the K-modes clustering with a limit of 50 iterations, while increasing K from 2 to 10. The SE is defined as the sum of the distance between each member of the cluster and the cluster’s centroid (mode):

\[ SE_K = \sum_{i=1}^{K} \sum_{x \in c_i} \text{dist}(x, c_i) \]

where \( x \) is a data point belonging to the \( i \)th cluster and \( c_i \) is the mode of the \( i \)th cluster. Then, we calculated the difference values between \( SE_K \) and \( SE_{K+1} \), and found that the largest decrease in errors occurs when we increase K from 3 to 4 (Table III). Therefore, we chose 4 as the appropriate number of clusters, and used it as a parameter (modes) for initializing the K-modes clustering algorithm. The algorithm then randomly chooses 4 rows from the data set as the initial modes, and updates the modes through iterative clustering. As we did not configure the maximum number of iterations allowed (\( \text{iter.max} \)), the algorithm continued until the clustering error was minimized.

<table>
<thead>
<tr>
<th>No. of Clusters (K)</th>
<th>Sum of Errors (SEK)</th>
<th>Error Difference (SEK−SE(K−1))</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>15765</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>15075</td>
<td>-690</td>
</tr>
<tr>
<td>4</td>
<td>14170</td>
<td>-905</td>
</tr>
<tr>
<td>5</td>
<td>13655</td>
<td>-515</td>
</tr>
<tr>
<td>6</td>
<td>13129</td>
<td>-526</td>
</tr>
<tr>
<td>7</td>
<td>12917</td>
<td>-212</td>
</tr>
<tr>
<td>8</td>
<td>12562</td>
<td>-355</td>
</tr>
<tr>
<td>9</td>
<td>12329</td>
<td>-233</td>
</tr>
<tr>
<td>10</td>
<td>12311</td>
<td>-18</td>
</tr>
</tbody>
</table>

3) Interpretation of clusters

Table IV shows the modes that the clustering algorithm generated as the centroids of the four clusters. Interestingly, the clusters differ from each other primarily in the contextual parameters “what” (C1) and “who” (C2): each mode has a unique categorical value for these parameters. This means that “what” and “who” define clusters more than the remaining contextual parameters “where” (C8), “reason” (C4) and “persistence” (C5). In addition, each mode has identical and unique values for the reaction parameters “comfort” (R1), “risk” (R4 reverse-coded) and “appropriateness” (R5). These three parameters indicate respondents’ attitudes about a scenario on a scale of 1 to 7. For instance, R1=1, R4=1 and R5=1 indicate that the scenario is perceived as “very uncomfortable”, “very risky” and “very inappropriate”, respectively (see Table II). In contrast, the remaining reaction parameters “_notification (R3)” and “_permission (R2)” do not have unique values per cluster.

Since the reaction parameters R3, R4 and R5 pertaining to each mode are unique, we can characterize each cluster along these parameters. We will label scenarios that belong to the cluster CL1 as “acceptable” to the study participants because its mode has the second highest value for R3, R4 and R5 (namely 6 on a 7-item scale). We label CL2 scenarios as “somewhat unacceptable” (since the value of its reaction parameters (3) falls slightly below the scale average), CL3 scenarios as “unacceptable” and CL4 scenarios as “very unacceptable”. Only 12.6% of the scenario descriptions that we presented to participants fall into the “acceptable” cluster, while 40.8% fall into the “very unacceptable” cluster.

<table>
<thead>
<tr>
<th>Mode</th>
<th>Contextual Parameters</th>
<th>Reaction Parameters</th>
<th>Cluster</th>
<th>Label</th>
<th>Number of Instances</th>
<th>Color Code</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1</td>
<td>0 8 4 6 0 3 4 6 6 6 6</td>
<td>CL1</td>
<td></td>
<td>Acceptable</td>
<td>352/2800</td>
<td>Green</td>
</tr>
<tr>
<td>M2</td>
<td>2 9 3 1 0 1 1 3 3 3</td>
<td>CL2</td>
<td></td>
<td>Somewhat unacceptable</td>
<td>466/2800</td>
<td>Yellow</td>
</tr>
<tr>
<td>M3</td>
<td>3 22 5 6 1 1 1 2 2 2 2</td>
<td>CL3</td>
<td></td>
<td>Unacceptable</td>
<td>840/2800</td>
<td>Red</td>
</tr>
<tr>
<td>M4</td>
<td>0 24 1 6 0 1 1 1 1 1 1</td>
<td>CL4</td>
<td></td>
<td>Very unacceptable</td>
<td>1142/2800</td>
<td>Black</td>
</tr>
</tbody>
</table>
4) Verification of clustering results

To verify the distinctiveness of the clusters, we first conducted three Welch’s t-tests on the R3 parameter between the following pairs of clusters: (CL1, CL2), (CL2, CL3) and (CL3, CL4). The reason for using Welch’s t-test is that all clusters have different variances in the R3 parameter. The tests confirm that the difference in the means of the R3 parameter between each of these clusters is statistically significant (p-values < 0.016, Bonferroni-corrected for three comparisons). Then, we also performed Welch’s t-tests on the R4 and R5 parameters, and reached the same conclusion. Thus, we can observe that the clusters are sufficiently distinct from each other in terms of user reactions to the scenario descriptions pertaining to each cluster.

Next, we visually inspect clusters so that we can confirm our cluster labeling is reasonable. In doing this, we utilized the reaction parameter R5 since appropriateness is a crucial element for assessing potential privacy risks in a given context. This concept has been proposed by Helen Nissenbaum’s Contextual Integrity theory [13], which provides a systematic way of determining when and why people perceive certain usage and disclosure of personal information as appropriate, or as a violation.

![Fig. 1. Visualized clustering results in terms of "appropriateness"](image)

We first assign colors to clusters: green for CL1, yellow for CL2, red for CL3 and black for CL4. We then project all scenario descriptions from all clusters onto a 2-dimensional space, using their R5 reaction parameter as both their x and y values and their cluster color as their surface code. We add a small amount of random noise to the coordinates of each data point to make them visible. Figure 1 shows that situation descriptions that respondents deemed very inappropriate (R5=1) mostly became clustered into CL4 (black). In contrast, situation descriptions that respondents deemed appropriate or very appropriate (R5=6, 7) became clustered into CL1 (green).

C. Comparison of Clusters based on Contextual Parameters

In this section, we compare the clusters in terms of the five contextual parameter values pertaining to their modes, to understand how contextual information influences people’s reactions toward their privacy in IoT environments.

1) where

Regarding the “where” parameter (see Fig. 2), participants consider monitoring that occurs at personal places like their homes as very unacceptable (“where”=0, see CL4; p < .0001, Cohen’s d = 0.479). This is probably because people do not exercise self-control in such private spaces, and therefore do not want to be monitored. In addition, many participants also have privacy concerns if the monitoring is performed in a public space (“where”=3, see CL3; p < .0001, d = 0.4921). A participant commented:

“Serious invasion of privacy (yes, even in a public place). If the data is stored, a profile could be created as to what I am doing or where I am going.” [P46]

As for semi-public spaces such as restaurants, participants feel that monitoring is somewhat unacceptable (“where”=2, see CL2; p < .0001, d = 0.6109). Interestingly, personal place is a dominant factor for making scenarios acceptable (“where”=0, see CL1). Therefore, we need to further investigate other contextual factors like the “what” and “who” parameters to fully understand this cluster.

![Fig. 2. Relative distribution of “where” parameter per cluster](image)

2) what

With regard to the “what” parameter (see Fig. 3), participants do not accept situations in which someone is monitoring them to figure out what they are looking at (“what”=23, 24, see CL4; p = 0.0001, d = 0.3041). Participants also considered photo-taking and/or video monitoring unacceptable for various purposes (“what”=12, 16, 22, see CL3; p < .0001, d = 0.319).

![Fig. 3. Relative distribution of “what” parameter per cluster](image)

---

1 In the Social Sciences, effect sizes less than 0.3 are commonly regarded as small, effect sizes between 0.3 and 0.6 as medium, and effect sizes larger than 0.6 as large [14].
Participants’ reactions toward voice monitoring were generally positive compared to the above cases. For instance, many participants are likely to allow their voice to be monitored for gender identification and location awareness ("what"=6, see CL3; p = 0.0006, d = 0.2713). They are also very open to giving their personally identifiable information such as unique phone id or voiceprint ("what"=2, 8, see CL1; p < .0001, d = 0.6237), presumably due to convenience or habituation. For instance, participant P19 deemed voice-based authentication and personalization as acceptable:

“Maybe a voice recording could be used in place of credit/debit cards for transaction purposes. The system analyzes the recording and knows what you want from the business and prepares your order or services.” [P19]

3) who

In our previous interview study, some interviewees stated that “who” is an important parameter affecting their privacy preferences regarding IoT services. The results of our present study clarify its impact (see Fig. 4). If the monitoring entity is unknown to online survey participants, their responses on the given scenarios are very conservative (“who”=1, see CL1; p < .0001, d = 0.7268). They also do not trust the government (“who”=7, see CL4; p < .0001, d = 0.2603). Participants also have privacy concerns if a nearby business tracks their personal information (“who”=5, see CL5; p < .0001, d = 0.5845). This may be because they doubt that the company safeguards their information. People feel safe if the monitoring is performed by either their friends (“who”=3, see CL2; p < .0001, d = 0.6305) or own devices such as their smartphone (“who”=4, see CL1; p < .0001, d = 0.9989).

4) reason

We specified the purpose of each IoT scenario using the “reason” parameter. This parameter has six possible values, namely “safety”, “commercial”, “social”, “convenience”, “health” and “not specified” (see Fig. 5). The absence of a purpose causes the greatest number of unacceptable scenarios (“reason”=6, see CL1 and CL4; p < .0001, d = 0.3221). On the other hand, a considerable amount of scenarios was still considered acceptable (“reason”=6, see CL3), even though the purpose of monitoring was not indicated. This suggests that participants have a tendency to base a privacy decision mainly on concrete contextual factors like the “who” and “what” parameters, as we explained in the previous sections. In fact, several participants reacted to purposeless scenarios by imagining the possible purposes by themselves:

- “It would be able to find criminals and catch criminals behavior on tape so the benefit could possibly improve public safety.” [P10]
- “If I was on a trip to get to my friend’s house, they could see how far I am from them without having to call or text me.” [P105]
- “If I have a health related accident or injury then the person watching can come assist me immediately.” [P112]

Other than “not specified”, “convenience” is the most significant purpose that participants found acceptable (“reason”=4, see CL1). Additionally, safety is a reasonable justification for participants to generally accept the situation (“reason”=1, see CL4).

5) persistence

We assumed that participants will have strong privacy concerns if information monitoring happens continuously rather than just once. However, our analysis results are inconclusive: no clear tendency towards the one or the other can be seen in Fig. 6.

IV. LIMITATIONS AND FUTURE WORK

Our analysis shows how each contextual factor impacts people’s privacy preferences in IoT environments. Yet, this study still has some limitations that need to be considered.
First, we notice that some contextual parameters were defined with coarse granularity. For example, “someone else’s place” of the “where” parameter might be interpreted differently by different participants because the meaning of “someone else” is broad. Furthermore, given that participants took this online survey at a location that has no association with the IoT scenarios described in the survey, there could have been a decreased sense of realism to the scenarios. Privacy research has repeatedly shown that people’s stated attitudes with regard to privacy often differ from their actual behaviors in a concrete situation [15-17]. For these reasons, out-of-context attitudinal studies like our online survey must be viewed with some caution and be verified.

We plan to tackle these limitations by developing a location-based survey system on a mobile/wearable device which presents scenarios that are specifically related to participants’ current locations. The aim of this system is to simulate user experience in a real IoT environment as closely as possible. To that end, our research team will collaboratively create realistic scenarios that are mapped to real locations (e.g., through embedded GPS information), and feed the scenarios into the survey system. Participants will then be asked to walk around while carrying the device. As participants move towards a certain location, the device will display an IoT scenario description related to this location. Then, participants will answer questions about their privacy preferences for the presented scenario. We will use the same questionnaires from our online study to investigate whether any discrepancies in the responses of the participants exist between the online survey and the location-based survey.

V. CONCLUSION

In this paper, we showed that IoT scenarios can be grouped into four clusters in terms of their potential privacy risks. By comparing these clusters according to the five contextual parameters, we also extracted some contextual factors that cause users’ privacy concerns in IoT. To verify whether our findings are applicable to broader IoT contexts, we plan to design and develop a location-based survey system. One of our research hypotheses is that a location-based survey system would be more suitable for collecting genuine responses from users than a traditional survey system, since it situates users in IoT scenarios that are comparatively more realistic than clicking through a survey in a web browser.
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