UNIVERSITY OF CALIFORNIA,
IRVINE

Cooperative Cross-Layer Protection for Resource
Constrained Mobile Multimedia Systems

DISSERTATION

submitted in partial satisfaction of the requirements
for the degree of

DOCTOR OF PHILOSOPHY

in Computer Science

by

Kyoungwoo Lee

Dissertation Committee:

Professor Nikil Dutt, Chair
Professor Nalini Venkatasubramanian

Professor Lichun Bao

2008



(© 2008 Kyoungwoo Lee



The dissertation of Kyoungwoo Lee
is approved and is acceptable in quality
and form for publication on microfilm:

Committee Chair

University of California, Irvine
2008



DEDICATION

To my family



Contents

List of Figures Vii
List of Tables [
Acknowledgments X
Curriculum Vitae Xii
Abstract of the Dissertation XV
1 Introduction 1
1.1 Embedded Systems . . . . . . . ... 1
1.1.1 Pervasive Embedded Systems . . . ... ... ... ... ....... 1
1.1.2 Mobile Multimedia Embedded Systems and Multi-dimemal Constraints 3
1.2 Motivation and Objectives . . . . . .. .. .. ... .. .. .. .. .. 4
1.2.1 ErrorsandFailures . . . . .. . ..o 4
1.2.2 Conventional Redundancy Techniques . . . . . ... ... ... .. 6
1.2.3 Resource Efficient Reliability . . . ... ... ... .. ....... 8
1.3 ThesisOverview . . . . . . . . . e 8
1.3.1 EAVE (Error Aware VideoEncoding) . . ... ... ...... ... 10
1.3.2 CC-PROTECT (Cooperative Cross-layer Protection)..... . . .. .. 11
1.4 Thesis Contributions . . . . . . . . . ... ... e 11
1.4.1 Effectiveness of Cross-layer Approaches for Rditghi . . . . . . . .. 11
1.4.2 Cost-efficient Reliability . . . . ... ... ... .. ...... ... 12
1.4.3 Expanded Design Space Exploration. . . ... ... ........ 12
1.4.4 Extended Applicability of Existing Techniques . . . ... ... ... 13
2 Cross-Layer Approach 14
2.1 Case Study: Network Layering . . . . . . . . . . . . . . . .. 15
2.2 Cross-Layer Approach in Mobile Embedded Systems . . . . ... ... .. 18
2.2.1 QoS/Performance/Energy Tradeoffs . . . . ... .. ... ... .. 19
2.2.2 QoS/Power/Timing Tradeoffs . . . ... ... ... ....... ... 21
2.3 Reliability across System Layers . . . . . . . . . ... ..o 22
2.3.1 Reliability at the Hardware Layer . . . . ... .. .. ... ..... 23



2.3.2 Reliability at the Application and Middleware Layers . . . . .. . .. 24

2.3.3 Reliability atthe Network Layer . . . . . . .. .. ... ... .«... 24
3 Partially Protected Caches: Enabling Reliability at the Hardware Layer 26
3.1 Motivation . . . . . . . 26
3.2 RelatedWork . . . . . . . . 92
3.2.1 SoftErrors . . . . ... 29
3.2.2 Soft Error Rate and Vulnerability . . . .. ... ........... 29
3.2.3 Soft Error Protection Techniques . . . . . . . .. .. ... ....... 30
3.2.4 Software Solutions . . . . . . ... L 33
3.3 Architecture of Partially Protected Caches (PPC) . . ...... . ... ..... 34
3.4 Page Partitioning Techniques . . . . . . . . . . . . . . 35
3.4.1 Application Data Partitioning in Multimedia Applitans . . . . . . . . 35
3.4.2 Page PartitioninginGeneral . . .. ... ... ... ... . ... 37
3.5 Effectiveness of PPC . . . . . . . . . . .. e 40
3.5.1 Experimental Framework . . . . . . . .. ... .. .. ... .. .. 40
3.5.2 ExperimentalResults . . . . .. .. ... .. .. .. .. 41
3.6 Summary . ... e e e e e 46
4 Error Aware Video Encoding: Enabling Reliability at the Ap plication Layer 48
4.1 Motivation . . . . . . L e 48
4.2 Background . . . . ... e e e 15
4.2.1 Energy/QoS-aware VideoEncoding . .. ................. bl
4.2.2 Error-Resilient Video Encoding . . ... ... .. ... ....... 53
4.2.3 Error-Aware Video Encoding: OurProposal . . . . ... ....... b4
4.3 Error Aware VideoEncoding . . . . . . .. ... .. L . o 55
431 SystemModel . ... .. ... ... ... 55
4.3.2 Fundamentals of Active Error Exploitation . . . .. ... ... ... 56
4.3.3 EA-PBPAIR: An Error-Aware Video Encoder . . . . . .. .. .. .. 57
4.3.4 Adaptive EAVE . . . . . . ... 59
4.4 Effectivenessof EAVE . . . . . . . ... 60
441 Experimental Setup. . . . .. . . ... .. e 60
4.4.2 ExperimentalResults . . . . .. .. ... .. .. .. ... o 62
4.5 SUMMAry . . . . e e e e e e e 69
5 Cooperative Cross-layer Protection 71
51 Motivation . . . . . . . 71
5.2 A Cross-Layer Approach to Support Reliabilityand QoS ..... . . . .. ... 73
5.2.1 System Model and Problem Definiton . . . . . ... .......... 73
5,22 RelatedWork . . . . . . .. 75
5.2.3 Cooperative Cross-Layer Approach . . . . S 4 ¢)
5.3 Cooperative Cross-Layer Protection (CC- PROTECT) £
5.3.1 Error DetectionatHardware . . . . . .. ... ... ... ... ... 79
5.3.2 Drop and Forward Recovery at Middleware . . . ... ... ....... 80
5.3.3 Error-Resilient Video Encoding at Application . . . ... ... ... 81



5.4 Intelligent Selective Algorithms . . . . . . . . . . .. ... ... ... ..

Bibliography

5.5 Effectiveness of CC-PROTECT . . . . . . . . . . . . . . . v imu.. 84
551 Experimental Setup. . . . .. .. .. ... .. .. 84
5.5.2 ExperimentalResults . . . . . ... ... ... L o 89
5.6 Summary . . ... e e
6 Conclusion 97
6.1 Summary . . . . e e e
6.2 Contribution . . . . . .. .. . 98
6.3 FutureDirections . . . . . . . . . ... 99
101

Vi



List of Figures

1.1 Pervasive Mobile Embedded Systems . . . . ... ... .. ... ..... 2
1.2 Errors and Redundancy Techniques at Each System Afistréayer . . . . . . 5
1.3 No cooperation has been studied to actively exploittiexjserror-resilient tech-
nigues across system abstractionlayers. . . . .. ... ... ... ... .. 7
1.4 Overview of Thesis Proposals — PPC, EAVE, and CC-PROTETresource
efficient reliability techniques in a cooperative, croagdr manner. . . . . . . .. 9
2.1 ISO OSI 7 Layer Model and Cross-Layer Proposals [109] 112. . . . . . .. 16
2.2 System Abstraction Layers for Mobile Embedded SystemdsRelated Work . . 18
2.3 Examples of Errors and Redundancy Techniques at Eadia&tien Layer . . . 23
3.1 Overview of our proposal, PPC and unequal protectioncioss-layered manner 28
3.2 External radiation may induce softerror . . . . . ... .. . ... .. ... 29
3.3 PPC (Partially Protected Caches) - one protected anathiee unprotected at the
same level of memory hierarchy . . . . . . .. .. .. ... ... ... ... 35
3.4 Failure rate distribution (benchmarlsusan edggs failures are reported in oc-
currences of soft errors atonly 9 pagesoutof83. . ... ... ... .... 36
3.5 Size of failure critical and failure non-critical dataapplications . . . . . . . .. 36
3.6 Cache miss rates of failure critical and failure notieal data (benchmarksusan
smoothinQg . . . . . . . . . e 37
3.7 Vulnerability and Failure Rate: vulnerability is a gauétric for estimating failure
rate . . . 38
3.8 DPExplore: an exploration algorithm for data partit@n. . . . . ... ... .. 39
3.9 Experimental Framework . . . . . . . .. ... e 40
3.10 Effectiveness of our PPC architectures - PPC achieudsal failure rates with
minimal energy and performance overheads . . . .. .. .. ... ... .. 41
3.11 Evaluation of Qualityand Area . . . . . . . . . . .. . ... .. 43
3.12 Evaluation undeo Performance Penaltgnd5% Performance PenaltyDPEX-
plore can significantly reduce the vulnerability at mininmahtime and power
overheads . . . . . . . . . . e 45
3.13 Cross-Layer Protection — PPC and Page Partitioningrafgns provide cost-
efficient unequal protection for resource-constrainededdbd systems . . . . . 47

Vii



4.1 Overview of our proposal — EAVE (Error-Aware VideoEnocag) . . . . . . . .

4.2 Constraints and knobs considered by previous appreastteour proposal 51
4.3 System Model (Mobile Video Conferencing) and Frame Drgpes l/Il/III for

Active Error Exploitation . . . . . . . . ... . L 55
4.4 Error-Aware Video Encoder is composed of Error-Inf@etUnit and Error-Canceling

Unit with a Knob (Error InjectionRate) . . . . . .. .. .. ... ... ... 57
4.5 Flow of Error Controller and Adaptive EIR in EA-PBPAIRrfidlobile Video Ap-

plications . . . . . . . .. e 58
4.6 Experimental Framework for Mobile Video Conferencingt®m -System Proto-

type+ NS2Simulator . . . . . . . . . e 60
4.7 Effects of Error Injection Rate on Energy Consumptiod ¥iteo Quality in EA-

PBPAIR compared to GOP-3 (PLR = 10%, FOREMAN 300 frames, Eacod-

ing is constrained with bandwidth) . . . . . ... ... ... ... ...... 63
4.8 Energy Reduction and Quality Degradation of EA-PGOP pamed to PGOP

(PLR = 10%, EIR = 10%, Error rate is adjusted, FOREMAN 300 feain . . . . 64
4.9 Energy Reduction and Quality Degradation of EA-GOP camag to GOP (PLR

= 0%, EIR = 20%, Error rate is adjusted, FOREMAN 300 frames) .. . 65
4.10 Extended Tradeoff Space between Video Quality andgﬁn@onsumptlon by

EA-PBPAIR in comparison to GOP-8 and PBPAIR (EIR = 0% to 50%RP=

5%, FOREMAN 300 frames, Each encoding is constrained witidisédth) . . . 66
4.11 Adaptive EA-PBPAIR Robust to Varying PLR under Dynamdgtwork Status . . 68
4.12 Cross-Layer Error-Exploitation — EAVE maximally esijpé the energy efficiency

and error resilience of previously proposed video encadimgintentionally in-

jecting errors for resource-constrained embedded systems. . . . . ... .. 69
5.1 Overview of our proposal, CC-PROTECT . ... ... ... ... . 0.u... 12
5.2 System Model - Mobile Video Encoding System . 77
5.3 CC-PROTECT (Cooperative Cross-layer Protection) -|gatmg hardware de—

fects with minimal costs by using error-resilience and afand Forward Recov-

ery (DFR)inavideoencoding . . ... ..................... I8
5.4 Error Recovery Mechanisms . . . .. .. .. .. ... .. .. .. ... ... 81
5.5 Intelligent Selective Schemes . . . . . . . . . .. ... ... .. ... 82
5.6 Experimental Setup — Compiler/Simulator/Analyzer . 87
5.7 CC-PROTECT achieves the low-cost reliability at thelmm QoS degradanon .90
5.8 Intelligent selective schemes maintain the video gualid reliability with mini-

mal overheads of power and performance . ... ... ... ..... ... 94
5.9 Cooperative Cross-Layer Protection — CCPROTECT etgpéoiisting error con-

trol schemes across system abstraction layers to achisvefticient reliability . 96

viii



List of Tables

3.1
4.1

5.1
5.2

5.3

Video Quality in PSNRdB) accordingtoSER . . . . . . ... . ... ... .. 43
Energy Reduction at the Cost of VideoQuality . ... ... .......... 67
Error models and error control schemes at differentradison layers . . . . . . 74
System Compositions - Our CC-PROTECT is a middlewairedy cooperative
approach aware of hardware failures . . . . . .. .. ... ... ... ... 85
CC-PROTECT is very effective in terms of performanceygmn and reliability

at the minimal QoS degradation for different video streanmsrfialized result of
each compositiontothat of BASE) . . . . . .. .. ... ... ... ... .. 92



Acknowledgments

| would like to take this opportunity to thank all the peoplaahave contributed to this
dissertation.

Foremost, | would like to thank my advisors, Professor Nikiltt and Professor Nalini
Venkatasubramanian, for their excellent guidance andastigpring my PhD studies. They taught
me how to think about problems, how to approach the solutiod, how to present our work in
literature and talk. Professor Dutt gave me ample freedamnirdimite encouragement to explore
my ideas, and Professor Venkatasubramanian gave me a legpifdation for our works. | will
forever be grateful and indebted for the time and the eff@ytave spent in my education.

I would also like to thank Professor Lichun Bao for his guidamnd for serving on my
thesis committee. | would like to thank Professor Aviral i@stava for not only being my friend
but also being my mentor. Discussion and collaboration Wwith gave me the confidence in my
work and stimulated me to challenge new problems.

I would also like to thank many friends in the ACES lab and ti&MDlab. In particular,
| would like to thank Dr. Minyoung Kim, Dr. llya Issenin, Dr. &&lu Cornea, and Dr. Shivajit
Mohapatra for their collaboration. | would like to thank e members in the CECS, who have
provided stimulation, support, friendship, and more. $pauention must be made of the ICS
staff, particularly Melanie Sanders, for all their helpahghout the years.

This thesis would not have been possible without the sugpattpatience of my won-
derful wife, Dr. Hyunkyung Lee. She has been encouragingwee when | had a hard time, and
presenting her respect, belief, and love on every step | baga reaching.

| would like to thank my parents and my family, to whom thisdises dedicated. This

thesis is a fruit of infinite love and sacrifices from my fatldengoh Lee and mother Hyunie



Chung. My brother Wonwoo Lee and sister Sunhwa Lee have alg@agn me better chance and
environments than they had. | would also like to thank théebahd support from Hyunkyung's
family.

Finally, | would like to thank all my personal friends. Witlikthem, life would be very

tough and boring.

Xi



Curriculum Vitae

Kyoungwoo Lee

Education

PhD in Computer Science, University of California at Irvitrwine, CA, USA, 2003 — 2008
MS in Computer Science, Yonsei University, Seoul, Kore®519 1997

BS in Computer Science, Yonsei University, Seoul, Kore8119 1995

Summary of Work and Research Experience

Graduate Research Assistant, School of Information andpDten Science, University of Cali-
fornia at Irvine, CA, USA, 2003 — 2008

Teaching Assistant, School of Information and Computeei®®, University of California at
Irvine, CA, USA, 2003 — 2006

Research Engineer, Digital TV Research Lab. and Multim&i#aearch Lab., LG Electronics,

Inc., Seoul, Korea, 1997 — 2003

Publications

Journal Articles

[J3] Kyoungwoo Lee, Aviral Shrivastava, llya Issenin, NiRutt, and Nalini Venkatasubramanian,
"Partially protected caches to reduce failures due to sofire in multimedia applicationsTEEE
Transactions on Very Large Scale Integration Systems (T)yA&cepted for publication.

[J2] Seungcheon Kim, Jungae Park, Kyoungwoo Lee, and Samgwin, "Home networking
digital TV based on LnCP”|EEE Transactions on Consumer Electronid®l. 48, No. 4, pp.
990-996, Nov. 2002.

Xii



[J1] Namkyu Lee, Sungbong Yang, and Kyoungwoo Lee, "Efficgarity placement schemes for
tolerating up to two disk failures in disk array€lJROMICRO Journal of Systems Architectyres
Vol. 46,no0. 15, pp. 1383-1402, Dec. 2000

Conference Papers

[C7] Kyoungwoo Lee, Aviral Shrivastava, Minyoung Kim, Nikbutt, and Nalini Venkatasubra-
manian, "Mitigating the impact of hardware defects on nmuéidia applications - A cross-layer
approach”,Proceedings of ACM International Conference on Multime@d&M MM '08), Oct.
2008, Vancouver, Canada.

[C6] Kyoungwoo Lee, Minyoung Kim, Nikil Dutt, and Nalini Vé@tasubramanian, "Error ex-
ploiting video encoder to extend energy/QoS tradeoffs fobile embedded systemsProceed-
ings of 6th IFIP Working Conference on Distributed and PelEmbedded Systems (DIPES '08)
Sep. 2008, Milano, Italy.

[C5] Kyoungwoo Lee, Aviral Shrivastava, Nikil Dutt, and NalVenkatasubramanian, "Data par-
titioning techniques for partially protected caches tausoft error induced failuresProceed-
ings of 6th IFIP Working Conference on Distributed and PelHEmMbedded Systems (DIPES '08)
Sep. 2008, Milano, Italy.

[C4] Kyoungwoo Lee, Aviral Shrivastava, llya Issenin, NiKiutt, and Nalini Venkatasubrama-
nian, "Mitigating soft error failures for multimedia apgditions by selective data protectioRto-
ceedings of International Conference on Compilers, Aedttitre, and Synthesis for Embedded
Systems (CASES 'Q@)ct. 2006, Seoul, Korea.

[C3] Kyoungwoo Lee, Nikil Dutt, and Nalini Venkatasubranieam "Experimental study on en-
ergy consumption of video encryption for Mobile handheldides”, Proceedings of IEEE Inter-
national Conference on Multimedia and Expo (ICME 'OBpster Session, July 2005, Amsterdam,
The Netherlands.

[C2] Shivajit Mohapatra, Radu Cornea, Hyuok Oh, Kyoungwae | Minyoung Kim, Nikil Dutt,
Rajesh Gupta, Alex Nicolau, Sandeep Shukla, and Nalini &dubramanian, "A cross-layer
approach for power-performance optimization in distréoutnobile systemsRroceedings of Next
Generation Software Program in conjunction with IEEE Imi@ional Parallel and Distributed
Processing Symposium (IPDPS "08pril 2005, Denver, CO, USA.

[C1] Seungcheon Kim, Jungae Park, Kyoungwoo Lee, and Samiglim, "Home networking

Xiii



digital TV based on LnCP”Proceedings of International Conference on Consumer Eleis
(ICCE '02), Digest of Technical Paperdune 2002.

Posters

[P1] Kyoungwoo Lee, Nikil Dutt, and Nalini Venkatasubramemn "A cross-layer, error-aware
methodology for reliable design of resource constrainebezfded systems11th Annual ACM/SIGDA
Ph.D. Forum at Design Automation Conference (DAC ;@jne 2008, Anaheim, CA, USA.

XV



Abstract of the Dissertation

Cooperative Cross-Layer Protection for Resource

Constrained Mobile Multimedia Systems

by
Kyoungwoo Lee
Doctor of Philosophy in Computer Science
University of California, Irvine, 2008
Professor Nikil Dutt, Chair

With rapid advances of technology and wide deployment oéle@gs communication,
mobile embedded systems are becoming popular. Howevéensyailures increase significantly
due to increasing complexity of integration and increagngr rates as technology scales, and
thus reliability is becoming a critical concern. Incorpiomg reliability in resource-limited mobile
embedded systems poses significant challenges due to régheads of conventional redundancy
techniques in terms of performance, power, cost, etc. Famele, error correction codes for
cache protection incur more than 22% power overhead, guld triodular redundancy techniques
for logic component protection incur 200% cost of area andguavithout optimization. Using the
observation that error-awareness such as error-toleranc#-resilience, and error-concealment
can be exploited to enhance system properties, this thegm@es a cross-layer methodology
for mobile embedded systems with minimal overheads by éiupdoerror-awareness across sys-
tem abstraction layers in a cooperative manner. Previqugposed cross-layer methods have

focused on power, performance, QoS, and timing issuesrrtdthe reliability issues. This thesis

XV



investigates errors and error control schemes acrossswdistraction layers, and presents error-
aware, cross-layer approaches that exploit existing iqabs to mitigate the impact of the differ-
ent classes of errors, and further exploit errors activetyniaximal resource savings. This thesis
demonstrates the effectiveness of our cooperative, ¢tagss-methodology in several ways for
mobile embedded systems. We have investigated PPC (BaRraktected Caches) architectures
that exploit error-tolerance and vulnerability of apptioas at the application layer to combat soft
errors at the hardware layer. We developed EAVE (Error-Andeo Encoding) that proposes
active error exploitation for maximal energy reduction htentionally dropping video frames at
the middleware layer and managing the quality with errgilience against network errors. Fi-
nally, we developed CC-PROTECT (Cooperative, Cross-I&yetection) that jointly orchestrates
error detection schemes at the hardware layer, frame drgpgid forward error correction at
the middleware layer, and error-aware video encoding aagpication layer. Our cross-layer
approaches significantly reduce resources such as powearaaccost for resource-constrained
embedded systems, open up an expanded tradeoff space txdimansional constraints, and
eventually enable system designers to explore feasiblei@a$ satisfying maximal reliability

with minimal overheads of power and performance.

XVi



Chapter 1

Introduction

1.1 Embedded Systems

Embedded systems are defined as computer systems desigrembddic functional-
ities, as opposed to general computer systems. This thessenis strategies for investigating
multi-dimensional tradeoffs for emerging mobile embeddgstems in pervasive computing en-
vironments, especially for multimedia applications, ahelitt relevant design constraints, with a

focus on reliability.

1.1.1 Pervasive Embedded Systems

Embedded systems are everywhere in our everyday lives. ®alagady living with
a lot of embedded systems at home. For example, a recent kighition digital TV set or
set-top-box is a typical embedded system, as are other htaueomics such as home security
systems and appliances that provide intelligence by enibgddhip sets to control them. While
you are commuting to school or office, you may drive the mophticated cars with hundreds
of embedded systems to control entertainment boxes or eiEalcsafety functions such as ABS
(Anti-lock Braking System). Not only cars but also any otlr@nsportation vehicles are highly
integrated embedded systems including metro trains apthaes. Also, you or your vehicles are
being watched by a lot of CCTVs (Closed Circuit Televisigras)d monitored by sensors. These

CCTVs and sensors are deployed in embedded systems foy, $edéfic monitoring, privacy, and



4 S Education
Communic ation Bitaliigss
Mt G .
Q \J Entertainment o
e /__,-f”"____ —___-_"'m_
7 ‘H\‘\
| Mobile Embedded Systems/}
S " DBattlefield
--q.,_________ ____d__!,f
Wellness Science &
i Environment

Figure 1.1: Pervasive Mobile Embedded Systems

so on. While you are at the office, you may not work any longaghetit embedded computer
systems. You can communicate with your customers over mdtzhdhelds or smart phones.
All-in-one machines including copy, fax, and scanner aseetial office equipments and are also
embedded systems. When you go shopping, a bar code readmtli®aexample of embedded
systems. And payment transactions can be completed videgsr®OS (Point of Sale) at shops
and restaurants, which is an embedded system for your ciemesn

The continual scaling of technology and system integratiare allowed the creation of
mobile embedded systems, and these are becoming more pwppdsvasive computing environ-
ments as shown in Figure 1.1. For example, mobile game omnsuaibile video telephony, and
mobile satellite TV are mobile multimedia embedded systarat of mobile embedded systems
are being deployed around our lives for many applicatiomu@fing entertainment, communi-
cation, science, health, business, education, and evéamniapplications. Indeed, embedded

systems are already located everywhere around us evenhtlyougmay not notice whether they



are embedded computer systems. These embedded systemlyrdtaxt our personal lives (both

physically and mentally) but also change our social belrayieconomic activities, and so on.

1.1.2 Mobile Multimedia Embedded Systems and Multi-dimen®nal Constraints

Mobile multimedia embedded systems demand several cortsirand it is challenging
and essential for system designers to achieve multi-dirmemgptimizations mainly due to limited
resources. Main constraints include:

Power/Energy. Since multimedia applications are running on battery-afget mobile
devices, low power consumption or/and low energy conswmps a key design concern. A lot of
techniques have been investigated to prolong the life ofilm@mbedded systems, but it is very
challenging since complex multimedia processing algorgldemand the huge processing power
and the huge amount of data transmissions consume high coitation resources.

Performance. It is a fundamental constraint not only for mobile embeddesdesms but
also for any other computer system. Especially, due to highptexity of multimedia algorithms
and huge amount of data transmission, high performancgligyhilesired for mobile multimedia
embedded systems.

QoS (Quality of Service).If users are unsatisfactory with the QoS, low power and high
performance embedded systems are useless. Indeed, higis @@8cessary concern for system
designers and manufacturers to design and develop mobitemadia embedded systems.

Real-timeliness.Many mobile multimedia embedded systems have real-timstcants.
For example, most video streaming applications and videpheny require soft or firm real-time
constraints. Real-timeliness is not only an essentialic@metric but also a critical property in
some patrticular applications. For instance, mobile m@tima embedded systems can threaten
the lives of humans if they miss the deadlines in some cliipplications such as military or
health-care applications.

Reliability. Mobile multimedia embedded systems are increasingly beempoyed in
strategic and unreachable locations, e.g., in hostilédgrrand inside the volcano to observe vol-
canic activity, and are even crucial for saving human lifdistress., e.g., video phones. Also, they
are more likely to be exposed to harmful sources, causitigrési of critical functionality. Thus,

reliability is an emerging critical concern for mobile mioledia embedded systems in pervasive

3



computing environments.

Cost. To improve the performance, power consumption, real-fimeek, and reliability,
there is a definite requirement to decrease the cost singenttve inherent interactions and con-
flicts among these properties. In particular, it is a maingtesoncern to reduce the number of
components and to increase the level of integration for cerializing the mobile multimedia
embedded systems in the market.

Mobile multimedia embedded systems demand multiple caimssrin part or in total.
According to application specifics, mobile multimedia enhibed systems require cost-efficient
reliability, low power and high performance with minimal ®doss, real-time energy-efficient
high QoS, etc. Thus, system designers must carry out inersid extensive investigation for

multi-dimensional constraint optimizations.

1.2 Motivation and Objectives

1.2.1 Errors and Failures

Due to scaling technology and emerging ubiquitous envirmis) designers for mo-
bile embedded systems must deal with several types of easosbown in Figure 1.2. Figure 1.2
presents a layered architecture of mobile embedded systemsiltimedia applications (e.g., mo-
bile video conferencing), and several examples of erroemelh system abstraction layer. Mobile
embedded systems in general are composed of several gibstlagers such as the application
layer, the operating system layer, and the hardware laylegagh system abstraction layer, there
exist different types of errors while Figure 1.2 shows a femers as examples.

Since the complexity of embedded systems only increasetodunebile multimedia ap-
plications, incorrect design and wrong implementationegate several software bugs and defects
at the application layer or the operating system layer. Abatided systems are becoming used
in wireless networks, network errors such as packet loskestd congested routers, faded access
points, etc.) in mobile communication are becoming moreutmpthan the previous communica-
tion environments in wired only networks, and more impditatiney are bursty in nature.

An emerging class of errors are soft errors or transientdailthe hardware layer, that

are becoming a critical design concern, especially beyabehsicron technology.
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Figure 1.2: Errors and Redundancy Techniques at Each Syststraction layer

When energetic particles such as alpha particles, neytamalsprotons from packaging
material or cosmic rays strike the sensitive area of theasilidevice, they generate electron-
hole pairs in the wake. The source and diffusion nodes ofreigtr can collect these charges,
Qcollected WhenQcgliected PECOMES More than some critical val@gyitical, the state of the logic
device, e.g., a Boolean gate, may invert. Since this logigl®is temporary, the occurrence of
such a defect is called a transient fault.

The soft error rate (SER) is related as

Quritical )

SER O NfjuxxCSx e ("o (1.1)

whereNs x is the intensity of the neutron flugSis the area of the cross section of the node, and
Qs is the charge collection efficiency [38]. SinQgritical iS proportional to the node capacitarice
and the supply voltag¥, SER has an exponential relationship with the supply veltagwell as
the capacitance from Equation (3.1). Thus, with decreasimyply voltage and shrinking feature
size, the SER will increase exponentially [38, 124]. In f&&aumann [8] predicts that the SER
in the next generation SRAMs will be up to two orders of magphdt higher. Multiplied by the
trend of increasing size of SRAMs in multimedia embeddedesys, the SER is becoming an
important design concern. Further, the SER is related taevive are running applications in
mobile embedded systems. The SER at New York is several tilgher than that at the Equator,
i.e., the higher latitude, the higher SER. Also, the SER @nainplane at 35,000 feet is several
orders of magnitude times higher than the SER at the grows ¢rie to high intensity of the

neutron flux as shown in Equation (3.1). As a result, a softramay occur every less than a



second in mobile embedded systems with 128 MB memory wittm&®&chnology at flight, and it
is a real problem.

Due to existing masking effects, all the errors on mobile eduded systems (such as
bugs at the application layer, exceptions at the operagstes layer, packet losses at the net-
work layer, and soft errors at the hardware layer as showrigar€ 1.2) are not manifested as
failures. Especially, errors on multimedia data itself iobibe multimedia embedded systems
may not affect the quality of service significantly nor catekires. However, these errors on the
control data or variables (e.g., conditional variablesoopl variables) can cause system failures,
e.g., incorrect outputs, application crash, or even thdicgimn entering an infinite loop. Mo-
bile embedded systems, which have permeated into almaasdicts of human life, need to be
protected from these errors. In particular, mobile multilaeembedded systems will be deployed
into hazardous area, remote health-care services, andnelitary battlefields, where a failure
due to errors or faults at any abstraction layer can causgfisant fiscal loss or even human life
in danger. Thus, these errors or faults must be dealt witmwime mobile multimedia embedded

systems are used for a critical functionality.

1.2.2 Conventional Redundancy Techniques

Conventional redundancy technigues have been invedlif@atenobile multimedia em-
bedded systems within the boundary of a couple of systemeaalisin layers. For example, several
software engineering schemes have been studied to redriceithber of bugs at the application
layer and at the operating system layer. One of traditicrtasmies to combat software defects such
as bugs isN-version programmings shown in Figure 1.2. Many operating systems (OS) provide
exception handlingso recover OS from errors or exceptions. In networks, theselbeen a lot
of research efforts and one of simple techniques to rectreclost data during transmissions is to
retransmitthe lost data as shown in Figure 1.2. At the hardware layemyrtechniques have been
proposed to combat temporary faults such as soft errorspaadf the most effective methods
to combat errors in the memory systemais error correction code (ECC) techniquseich as a
Hamming Code (38, 6).

However, most previous works have focused on issues at ke sbgtraction layer in a

whole system, that generally consists of multiple layerhsas hardware, operating system (OS),
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Figure 1.3: No cooperation has been studied to activelyogxgkisting error-resilient techniques
across system abstraction layers.

network, and application layers as shown in Figure 1.2. Omlwend, any single variation of
the property at a single layer can affect the other propegteother layers in the whole system
due to tightly coupled system layers in recent mobile embdds/stems. In order to increase
reliability of the application, for instance, checkpoirged recovery can be applied at the OS
layer; these checkpoints may reduce the chance of voltadiegor energy gains at the hardware
layer, and increase the likelihood of deadline misses ofagydication, which will be fatal in
case of hard real-time embedded systems. On the other lsmtaled schemes at one layer can
cause over-protection or under-protection. For examplatepting all data against soft errors in
memory systems is an overkill in mobile multimedia embedsiggtems since we may not need
to protect multimedia data that do not cause failures in ggn®ne solution at a single layer for
reliability is enough but unnecessary protections are a¢dble other layers without the global
system view, which wastes the limited resources in mobildexided systems. Furthermore,
the mobile computing environments are varying dynamicatlyere different levels of protection
techniques should be considered to provide appropriatebrgly without wasting the limited
resources such as power and performance.

It has been rarely studied to actively exploit and coordireadisting error-resilient tech-
niques across system abstraction layers as shown in Figdir@Hus, we may lose the opportuni-
ties for effective cross-layer methods by coupling resexefficient techniques. For example, to
mitigate the impact of soft errors (at the hardware layerhenQoS, we can exploit error-resilient

video encoding (which was originally developed to combaévioek errors with perspective of the



Qo0S) as shown in Figure 1.3, while conventional methods sgcan ECC scheme protect soft

errors with high overheads in terms of performance, powet,cst.

1.2.3 Resource Efficient Reliability

Resource-efficient reliability is essential in mobile nmkdia embedded systems mainly
due to the limited resource such as battery capacity.

Due to the intensive complexity of processing algorithmg e large amount of data
transmission, it is a challenging task to satisfy multiptmstraints such as performance, energy
consumption and QoS that mobile multimedia systems demanohtiery-operated mobile de-
vices. One of the promising approaches to balance theseptautonstraints is a cross-layer
method. With the global view of the whole system, the cras®t methods achieve the maximal
power reduction and performance gain with the satisfad@@u$. For instance, GRACE [34, 130]
proposes a coordinator to reduce the power consumption figierg the feature of multimedia
applications; DYNAMO [23, 31, 82, 83] presents a proxy-luhsgddleware approach by trading
off the video QoS; and recently xTune [53] studies onlineinmrQoS verification at the proxy
server. This thesis studies the cross-layer interactiows potential cooperations among error

control schemes to maintain multiple constraints in reseanonstrained mobile devices.

1.3 Thesis Overview

A cooperative cross-layer approach is our methodology toese resource-efficient
reliability for mobile multimedia embedded systems as samired in Figure 1.4.

Our goal is to coordinate reliability approaches amongrabson layers to find the best
cross-layered scheme that achieves the maximal reliawiith minimal overheads in terms of
performance, cost, and power. Specifically, consideringr@wareness across layers in a mobile
embedded system results in an expanded design space tivefferadeoff power, performance,
QoS, and reliability. Error-awareness also enables sysiesigners to extend the applicability
of error features at one layer for protection requirementieother layer, which causes further
improvements in power, performance, and reliability. Timesis presents three cross-layer ap-

proaches to accomplish this objectivesource-efficient reliability for mobile multimedia endbe



ded systemswhich are PPC (Partially Protected Caches), EAVE (Ernaa#e Video Encoding),
and CC-PROTECT (Cooperative Cross-layer Protection).

Error-Aware Video Encoding (EAVE)
[Chapter 4

Application
8ooper|ative
ross—layer :
Protection Mldd.leware / Network
CC-PROTECT) Operating System | f¢ - — = = = = - -
EChapter 5]
Partially Protected Caches (PPC)
Hardware [Chapter 3]

Mobile Device

Figure 1.4: Overview of Thesis Proposals — PPC, EAVE, andRROTECT are resource efficient
reliability techniques in a cooperative, cross-layer neann

1.3.0.1 PPC (Partially Protected Caches)

ECC-based cache protections are unaware of error-tokeranapplications, and incur
high overheads in terms of power and performance. Thusait verkill for multimedia applica-
tions since a huge amount of multimedia data is protecte@eessarily with an expensive ECC
while hardware defects such as soft errors in multimedia daélf (e.g., an image pixel value)
only result in the slight degradation of quality.

This thesis proposes PPC (Partially Protected Caches) rmemlial data protection by
partitioning data into PPCs. The key idea is that unpratgctailure-non-critical data such as
multimedia data itself can significantly reduce the ovedseaf power and performance while ob-
taining the comparable reliability to that of a completeadatotection (which protects all data).
As described in Figure 1.4, the mobile embedded system isecawfaerror-tolerance inherently
existing in multimedia applications at the applicationdgyand enables the MMU (Memory Man-
agement Unit) to map the data into PPCs for protecting d&tatsesly at the hardware layer [65].
This approach can be extended to general applications,ewPleC architectures are applied by
measuring the vulnerability of data blocks in order to piami data according to the vulnerable

time of data residing in data caches [64].



Our unequal protection scheme using PPC architecturesrigrates that a cross-layer
approach can improve the performance, energy consumptizs, and reliability all together at
the cost of slight QoS degradation, and opens opporturthegssystem designers can explore the
enlarged tradeoff space among multi-dimensional proggriivhich are hardly discovered with
only fault tolerant schemes isolated at the hardware lafa?C will be described in detail in

Chapter 3.

1.3.1 EAVE (Error Aware Video Encoding)

Error-resilient or error-concealment techniques for imetia communications have
been developed to combat errors induced from the netwosx.lalyor example, error-resilient
video encoding can adjust the level of error-resiliencestlam the current or anticipated network
status such as a packet loss rate. Fortunately, some esibemt video encoding works in an
energy-efficient way.

This thesis presents an error-aware video encoding (EAVE®. main idea of EAVE
is to maximize the features of error-resilient video enngdiuch as energy-efficiency and error-
resilience by injecting errors intentionally at the apation layer until the degradation of video
guality is maintained by error-resilient features and Wwal acceptable by end-users [63]. Fig-
ure 1.4 shows how EAVE works by correlating approaches ancham@sms across system ab-
straction layers. The sum of intentional injection raterfrthe middleware layer and packet loss
rate from the network layer becomes an error rate to ersilient applications so that the error-
resilient video encoding techniques adjust the level afremesilience to generate the error-aware
compressed video data dealing with both intentionallydigd errors and packet losses.

This cross-layer approach opens a design space where wesaygly tradeoff video
quality for improving performance and energy consumptidturther, the main idea, injecting
errors intentionally for resource saving, can be appliedaath component from the encoder to
the decoder in a mobile video telephony to maximize the gnefficiency by exploiting error-
awareness very actively, especially for power-constchimebile embedded systems. EAVE will

be discussed in detail in Chapter 4.
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1.3.2 CC-PROTECT (Cooperative Cross-layer Protection)

ECC-based cache protections against soft errors or hagdiedects are expensive. PPC
techniques still incur overheads in terms of power, peréorog, and cost mainly due to expensive
error correction codes installed at the protected cache.

This thesis presents CC-PROTECT (Cooperative Cross-Ry@ection), which miti-
gates hardware defects with cooperative cross-layer girotefor resource constrained mobile
multimedia embedded systems. This thesis investigatestgpes, their impacts, and the existing
error control schemes across system abstraction layats;amdinates them to reduce the nega-
tive impact of hardware defects in a resource-efficient manfihe main idea of CC-PROTECT
is to integrate inexpensive schemes to combat each negmatpart resulting form hardware de-
fects. CC-PROTECT protects the component at the hardwgee Veith inexpensive error detec-
tion codes rather than expensive error correction codgdiespmiddleware-driven approaches for
drop and forward recovery, backward error recovery, or iaybf them for QoS/cost tradeoffs,
and exploits an error-resilient video encoding to mitighie impact of frame drops on the video
quality for mobile video encoding systems as shown in Fidudg69].

CC-PROTECT demonstrates that a cooperative, cross-lgyepach can improve the
performance, energy consumption, cost, and reliabilitlyenathan incurring overheads at the cost
of slight QoS degradation, and opens opportunities thaesydesigners can explore the enlarged
tradeoff space among multi-dimensional properties.

CC-PROTECT will be presented in detail in Chapter 5.

1.4 Thesis Contributions

1.4.1 Effectiveness of Cross-layer Approaches for Relialily

This thesis presents cooperative approaches considetitigpla properties such as per-
formance, energy consumption, cost, reliability and QaShiobile multimedia embedded sys-
tems. Previously, cross-layer approaches have beenigatest for mobile embedded systems to
tradeoff power, performance, QoS, and timeliness. Thisishexpands the cross-layer method-

ology for reliability-oriented system optimization, arldosvs the effectiveness of the cross-layer
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approach for multi-dimensional optimization.

1.4.2 Cost-efficient Reliability

Holistic schemes aware of errors across layers have bededtand the effectiveness
of error-aware, cross-layer methodology has been denadedtin terms of multi-dimensional
metrics such as power, performance, cost, reliability, @o& [65, 64, 63, 69].

PPC architectures with selective data protection [65] destrated about 29% energy
saving on an average compared to the protected cache (mgtadl data), which is an overkill
protection developed at one abstraction layer, esped@limultimedia applications. EE-PBPAIR
[63], one technique in EAVE, improved the energy consunmplip 33% on an average compared
to the normal video encoding, which takes into account onmgression efficiency at one layer.
CC-PROTECT [69] improved the energy consumption and théopaance by about 50% with
about 1,000 times higher reliability at the cost of minimalS)degradation, as compared to the

composition without any protection and resilience techaifpr mobile video encoding systems.

1.4.3 Expanded Design Space Exploration

Our cross-layer approach opens up a new design space bglaaixploiting error-
awareness such as error-tolerance, error-resilience gandconcealment for maximal energy
reduction by trading off a small degradation in the delidegeality of service [65]. Vulnerability-
based exploration algorithms have been investigated tarekthe applicability of PPC for general
applications and for different hardware components ottien data caches [64]. Active error ex-
ploitation expands the design space significantly [63]oEawareness across system abstraction
layers opens a new venue where system designers can fuothrelirate and optimize the system
components for multiple constraints [63, 69]. CC-PROTEGCdspnts several exploration algo-
rithms to efficiently find out interesting operation pointst @f significantly expanded tradeoff

space [69].

12



1.4.4 Extended Applicability of Existing Techniques

The cooperative cross-layer approaches presented irh#ssstsignificantly extend the
applicability of previously proposed techniques. PPC lentproposed based on HPC (Horizon-
tally Protected Caches), which was originally proposeddtodase performance, and was extended
to improve the energy reduction for embedded systems. PR€ryseffective in cache-oriented
architecture, such as mobile multimedia embedded systemmlti-dimensional optimization
at the system level. For energy saving, error-resiliencapmiications has been employed by
intentionally injecting errors in EAVE. Thus, EAVE expantte error-resilient video encodings
to energy-aware and error-aware video encodings while-ezgilient video encodings were de-
signed originally to combat network errors such as paclssds. CC-PROTECT also re-discovers
and extends the applicability of one approach at one sysieitnaetion layer for the different pur-
pose at the other layer. For example, drop and forward regdves been applied to increase
reliability threatened by soft errors at the hardware |laydrich was originally devised to reduce
the impact of frame losses due to packet losses at the videmwloig at the application layer. For
the QoS improvement, error-aware video encoding has be#aied to reduce the impact of soft
errors at the hardware layer on the QoS while it was origirddiveloped to compress video data
resilient against network errors.

Thesis Organization

The rest of this thesis is organized as follows: Chapter Zritess cross-layer ap-
proaches in network protocol stacks, and differentiatesraihodology from previously proposed
cross-layer approaches in mobile embedded systems. Clgmtesents partially protected cache
(PPC) architectures for soft error mitigation with mininwasts. Chapter 4 presents an active
error exploitation with error-resilient video encodingndaproposes error-aware video encodings
(EAVE) for energy/QoS tradeoffs. Chapter 5 presents a aabipe, cross-layer protection strat-
egy by exploiting existing error control schemes acrostesysayers for low-cost reliability. In

Chapter 6, we conclude this thesis and address the futweetidins.
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Chapter 2

Cross-Layer Approach

As the complexity of computer systems and communicatiohitciures has grown dra-
matically, there was a definite need to develop a layeredtaotbire such as OSI (Open Systems
Interconnection) Reference Model as shown in Figure 2.1Inc€ptually, a layer is a collection
of similar functionalities to send or receive services te lyer above or below it. So a layered
architecture divides the overall communication tasks iayers and defines hierarchical services
to be provided by the individual layers [99]. Thus, desigremnd developers can easily implement
functions and interfaces between layers according to theifspd tasks for each abstraction layer.

However, not only functionality but also resource-efficiginave been considered as an
important property for resource-limited mobile computargl wireless communications; there-
fore a cross-layer approach has recently attracted a signifinterest and intensively investigated.
Cross-layer approaches integrate and coordinate te@mmgtross communication or system ab-
straction layers in a cooperative manner mainly for sysiaral optimization. For example, pre-
vious low power techniques for hardware components have pemosed at the hardware layer
with the management at the operating system level. TheudecDS-level scheduling for man-
aging low power processors [122, 75], spin-down policigsdieks [39, 21, 22, 71], and wireless
network communications [43, 58, 57, 111]. However, creg®i approaches (adaptively inte-
grating and coordinating these previously proposals) irapeoved significant power savings and
energy reductions [34, 31, 23, 125]. While Kawadia et al] @&ivered a cautious message for

cross-layer designs, cross-layer approaches have beamdiaied as a promising tool to design
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not only networking architectures but also mobile embedgestems in the literature.

Cross-layer methods can be exploited at any layering aathites such as network lay-
ering and OS layering. We now present network layering aqgraas a case study of general
cross-layer approaches (Section 2.1), describe cross-#goproaches for mobile multimedia em-
bedded systems (Section 2.2), and briefly summarize rigtyatgichniques at each system abstrac-

tion layer (Section 2.3).

2.1 Case Study: Network Layering

Generic cross-layer methods in the OSI reference model ibese widely investigated
as promising optimization tools to efficiently reduce theowgce consumption, especially trans-
mission energy consumption, in wireless communicationgstMfforts have focused on resource
optimization at the physical layer by cooperating the featat the application layer, the routing
algorithm at the network layer, or the error/flow controlghe network layer and at the data link
layer as shown in Figure 2.1. These cross-layer approacivesdeen developed not only for wire-
line networks but also for wireless networks including Wiieitwork, cellular network, wireless
sensor networks, etc.

Many researchers surveyed cross-layer optimizations foglegs networks and pre-
sented challenges and open issues for further optimizati@rivastava and Motani [109] pre-
sented a survey of on-going work of cross-layer designs irledgs networks, and suggested new
directions and open challenges for cross-layer desigerdstingly, they categorized cross-layer
optimization into several approaches such as new intedasrgn between upper layers and lower
layers, design coupling, merging of adjacent layers, etcshmwn in Figure 2.1. Also, Su and
Lim [112] presented a cross-layer framework composed ofimazation agent and feedback-
f/interaction architectures for wireless sensor netwoaksl Shakkottai et al. [104] summarized
efforts of cross-layer design for wireless networks. Chiahal. [18] surveyed a recent work of
cross-layer optimization for systematic architecturagiesin networking. They presented “layer-
ing as optimization decomposition”, which provides a mathgcal theory to distributively solve
generalized network utility maximization (NUM) formulatis through decomposed subproblems,

a unifying framework for horizontal decomposition to distited network elements and vertical
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Figure 2.1: 1ISO OSI 7 Layer Model and Cross-Layer Propod4l9,[112]

decomposition to functional modules, and a top-down apgrda design protocol stacks and
network architectures. Larzon et al. [2] proposed hints aiifications (HAN) mechanisms to
enable inter-layer communications in the Internet architee. Hints enable real-time applications
to transmit the delay requirements and error toleranceneddayers, and notifications inform up-
per layers of feedback of link layer actions and currentustatOn the other hand, Kawadia et
al. [49] showed that unbridled cross-layer design can leaa $paghetti design and difficulties
to manage or update due to the lack of modulation. Thus, tbegited conventional network
architectures and presented a few general principles éssdayer design in wireless networks.
One of main contributions in cross-layer optimizations medium access control pro-
tocol by cooperating information available at upper layeButala and Tong [12] proposed a
medium access control protocol for CDMA ad hoc networks,clvlis a cross-layer combination
of the scheduling at the medium access control layer andndignallocation of channels at the
physical layer by means of querying the channel. Similasgyeral works [20, 115] have dis-
cussed combining cross-layer schemes between mediunsammasol and physical layer design

for performance improvements in wireless networks, aneé@afly Tong et al. [115] discussed a
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new design paradigm to change the role of the medium acces®tiayer due to new features in
the physical layer such as multi-packet reception capglaitithe same time. Zorzi et al. [139] dis-
cussed the issues for cross-layer design of medium accesslgarotocol for multi-radio (MIMO
or Multiple-Input Multiple-Output) Ad Hoc networks. Ge elt §32] considered multicast com-
munications for the rate optimization at the medium accesdral layer, and investigated joint
optimization of the transmission rate and the multicagtghold not only for SISO (Single-Input
Single-Output) but also for MIMO.

On the other hand, higher level interactions including thagport layer have been stud-
ied as another main stream for cross-layer optimizationggoous wireless networks. Bhatia and
Kodialam [10] derived a performance guaranteed polynotima¢ approximation algorithm for
jointly solving routing, scheduling, and power control ébiger over multi-hop wireless networks.
Lin et al. [74] developed a cross-layer optimization applosuch as the opportunistic scheduling
problem in access-based single-hop networks such asaretietwork, and the joint approach of
congestion-control and scheduling problem in multi-hopeleiss networks. So their cross-layer
optimization cooperates congestion control at the tramdpger, routing at the network layer,
and scheduling/power control at the MAC/PHY layer. Lin aratd®f [73] also demonstrated the
effectiveness of cross-layer design compared to the ldygesign in terms of the performance
in case of imperfect scheduling, and presented a framewmrkrbss-layer congestion control
suitable for online and potentially distributed implenaidn. Chiang [17] proposed a joint opti-
mization between congestion control at the transport lapdrpower control at the physical layer
in wireless multi-hop networks. In particular, he presdraedistributed power control algorithm
coupling with transmission control protocols to increas¢hlend-to-end throughput and energy
efficiency. Ng et al. [90] presented a joint optimization eéudata compression at the application
layer and channel coding at the physical layer. They preseie optimal power distribution that
minimizes the end-to-end expected distortion with eachrlayccessively refining the description
in the previous layer.

Interestingly, some cross-layer optimizations considezeor controls and flow con-
trols at the higher layers, and combined them for transprgsower reductions at the lower layer.
Vuran et al. [118] presented a cross-layer methodology &dyaa error control schemes with

respect to transmission power and end-to-end latencyciedigadmpacts of routing, medium ac-
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Figure 2.2: System Abstraction Layers for Mobile Embeddgst&ns and Related Work

cess, and physical levels in wireless sensor networks. ketess mesh networks, Akyildiz and
Wang [3] motivated the cross-layer optimization, and disewd the open problems for cross-layer
optimization schemes and algorithms by comparing pros and of cross-layer optimization to
the layered design schemes.

These efforts have provided the mathematical tools andetiedackgrounds for cross-
layer optimizations in wireless communications includimgeless local area networks, cellular
networks, wireless sensor networks, and wireless mestonetywbut they have mainly focused on

network architecture designs in OSI 7 layer model rathan thabile embedded system designs.

2.2 Cross-Layer Approach in Mobile Embedded Systems

This section presents related work on cross-layer mettmdsmbbile multimedia em-
bedded systems, as opposed to schemes isolated within ke adgystem abstraction layers. Re-
searchers in general suggest a mobile multimedia embegidesirsis composed of several system
abstraction layers such as the application, the middlewlaeeperating system, and the hardware
layers as shown in Figure 2.2. Efforts have been focused dorpeance/energy/QoS tradeoffs
and optimization (Section 2.2.1), and recently timelinesses have been discussed together for

real-time applications (Section 2.2.2).
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2.2.1 QoS/Performance/Energy Tradeoffs

Cross-layer optimization techniques have been widelysiigated for mobile multi-
media embedded systems. Mostly, they minimize the perfocemand energy overheads while
maximizing the QoS for multimedia applications by transingr the available information and
coordinating approaches in a cross-layered manner.

Noble et al. [93] proposed the Odyssey prototype for apftineaware adaptation by
collaborating partnership between the operating systehapplications and by identifying agility
as a key attribute for system adaptations. Flinn and Satggaaan proposed a tool, Power-
Scope [30], for profiling energy usage of mobile applicatiomhey combined hardware instru-
mentation with CPU profiling techniques to map power condiongo program structure. Based
on PowerScope, Flinn and Satyanarayanan [29] presenteglyessare adaptation for a diversity
set of mobile applications. They exploited a collaborateationship between applications and
the operating system to meet user-specified goals for padteation. Further, their framework
on the Odyssey platform enables the operating system t@ guittime adaptation for the better
tradeoff between energy consumption and application tyulli monitoring energy supply and
demand.

The Milly Watt project [79] explored the needs of higherdéapplications and the op-
erating system) involvement for power management tecksiqlihey developed power manage-
ment functions and a power-based API at the OS level to allstnprship between applications
and the system in setting energy policy [25]. Zeng et al. [188posed the Currentcy Model that
unifies diverse hardware resources and enables fair abbocat available energy among applica-
tions under a single management framework. They also imgéed an energy-centric operating
system, ECOSystem, that incorporates their system modekficit energy management with a
total system point of view. Lara et al. [62] proposed a congmitbased middleware architecture,
Puppeteer, for mobile computing, and Flinn et al. [28] desti@ted the feasibility of Puppeteer
for energy reduction by exploiting well-defined interfademm applications and modifying their
behavior.

Hughes et al. [42] proposed an integrated power managememtitjue by combining

architectural adaptation and dynamic voltage (or freqyescheduling for further energy reduc-
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tion in multimedia applications. Yuan and Nahrstedt [12&]gwsed a middleware framework to
reduce the energy consumption and to maintain the resoaquerements for multimedia appli-
cations. Their middleware framework adjusted the progesgeed and power consumption by
observing the system properties, and maintained the resoequirement through a power-aware
resource reservation mechanism.

The GRACE project [34] presented a cross-layer adaptateondwork, GRACE-1[132],
which coordinates all three system abstraction layers@G®e hardware, OS, and Multimedia ap-
plication) to achieve a system-level optimization, andabaés between multimedia quality and
battery energy as shown in Figure 2.2. Yuan et al. [129] edaan energy-efficient real-time
scheduler (GRACE-OS) based on statistical distributiomglication cycle demands, and pre-
sented a practical voltage scaling algorithm (PDVS) [18Qjdordinate adaptation of multimedia
applications and CPU speeds for mobile multimedia systems.

Shenoy and Radkov [105] proposed proxy-based techniquesdieo streaming appli-
cations in mobile devices. They employed power-friendijed transformations to tradeoff video
guality for energy savings, and suggested an intelligetwark streaming strategy for transmis-
sion and reception energy savings.

The FORGE project [19, 31] developed not only proxy-basedstayer optimization
but also middleware-driven adaptive coordination withghabal system views (both horizontally
and vertically) in distributed embedded systems. Mohapatral. [83] presented an integrated
power management technique considering hardware-leweémpoptimization and middleware-
level adaptation to minimize the energy consumption whid@ntaining user experience of video
guality in mobile video applications. In particular, a gdayer optimization has been addressed
for mobile video applications in distributed real-time rniletsystems [82]. Mohapatra et al. [84]
also presented a cross-layer framework (DYNAMO) and @ilithe middleware to perform end-
to-end adaptations such as admission control, networkrapagnd dynamic video transcoding at
the proxy server in distributed embedded systems for QaSdyriradeoffs.

Schaar and Shankar [103] presented a conceptual framefvonrbss-layer optimization
for different multimedia applications with different bamidith intense, delay sensitivities, and loss
tolerances, and identified a coopetition-based paradighmauitiple strategies for quality/power

consumption tradeoffs in wireless local area networks.
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In particular, cross-layer optimizations for video apgtions have been studied. Schaar
et al. [117] proposed a joint cross-layer approach of appbo-layer packetization and MAC-
layer retransmission strategy, and developed on-the-Hptae algorithms to improve the video
quality under the bandwidth and delay constraint for wsglmultimedia transmission.

There have been wide researches on performance/cost/#Def)tradeoffs for video
communications. Khan et al. [52] analyzed and evaluategdinrmance gain and the commu-
nication cost of cross-layer design for a wireless mularugdeo stream application. Khajeh et
al. [50] explored a cross-layer design approach to optinfieeoverall system power consumption
by extending cognitive radio platforms and exploiting aggive Adaptive Voltage Biasing (AVB).
They traded off system level errors to reduce the power gopsion of WCDMA radio transform
while maintains the required quality of service and minimigthe performance degradation.

Researchers have also considered error features of vigioatjpns for cross-layer op-
timizations in wireless communications. Bajic [7] deveddpcross-layer error control schemes
considering joint source rate selection and power managefoewireless video multicast. Kha-
jeh et al. [51] recently proposed a cross-layer co-explamatonsidering algorithm of video en-
coding (at the application layer) and the power managenfentvareless modem (at the physical
layer), They exploited the inherent error tolerance of imétlia communications and maximized
the energy reduction of wireless modem while maintainireviadeo quality.

These efforts have focused on coordinating resourcessasystem layers with proxy-
based technique, middleware-driven approaches, and@Eakdaptation for power/performance/QoS
tradeoffs in mobile multimedia embedded systems. Howehel have not taken into account

timeliness issue and reliability optimization signifidgnt

2.2.2 QoS/Power/Timing Tradeoffs

Power management techniques such as power shutdown aade/@iéquency scaling
techniques have been investigated intensively. Espgcia inherent tolerance of timeliness in
multimedia applications is effectively exploited to maize resource efficiency such as power
reduction.

Qiu et al. [97] proposed a new modeling for optimization teghes between power

and QoS management in distributed multimedia systems. Phesented the power modeled
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multimedia systems based on a generalized stochasticrieé¢tmodel, and guaranteed the QoS
in the context of timeliness (i.e., the combination of dedag jitter). Hua et al. [41] exploited
the tolerance of deadline misses in multimedia applicatimmaximize the energy reduction of
the system. They proposed online and offline voltage scaidgniques by incorporating uncer-
tainties of task execution times while maintaining the dyaif service at the user level in terms
of completion ratio. Abdelwahed et al. in [1] presented ahnencontrol framework for self-
managing computer systems. They developed an online dlentmmanage the desired QoS and
to decide the best control action for power management umtiere-varying workload.

Recently, Kim et al. [53] proposed a unified framework th&vas coordinated inter-
actions among sub-layer optimizers through constraimeefent in a compositional cross layer
manner to tune the system parameters. They also presentath@ositional cross-layer opti-
mization by coordinating local optimizers and refining dosigits in resource-limited real-time
distributed systems [55].

These studies have successfully discussed the timingiissuebile embedded systems,
and explored the tradeoff space with performance, energ$, @d timeliness for real-time appli-
cations. However, the reliability issues and coordinatssyies of control schemes across system

abstraction layers for further system-level optimizati@ve not been considered clearly.

2.3 Reliability across System Layers

This section discusses reliability issues in mobile embdds/stems and classifies er-
rors and their control schemes according to system abistmaletyers as shown in Figure 2.3.
Failures and protection techniques at the hardware laylebgipresented in Section 2.3.1, soft-
ware failures and protection techniques at the applicatirmhmiddleware layers will be discussed
in Section 2.3.2, and failures with their protection tecfuas will be summarized in Section 2.3.3.
Note that errors and error control schemes in this sectioludie limited examples of existing

classes and techniques.
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2.3.1 Reliability at the Hardware Layer

Failures at the hardware layer include soft errors, permafadlures, system crashes,
etc. These failures result from external radiations suphaparticles and neutrons, high temper-
ature, battery loss, poor design, and aging. Reliabilityniardware components are measure in
FIT (Failures in Time), MTTF (Mean Time to Failure), and MTB¥ean Time between Failures)
in general. FIT measures a number of errors in one billiorrapm hours of a device, MTTF
indicates how long it takes to meet a failure and MTBF indisdtow long it takes from a fail-
ure to the next failure. To recover hardware components tlwrae failures, spatial redundancy
and data redundancy techniques have been developed [#8jalSpdundancy techniques include
TMR (Triple Modular Redundancy), duplex, RAID (Redundamtay of Inexpensive Disks) level
1, etc. Data redundancy schemes include ECC (Error Casre@bde), EDC (Error Detection
Code), RAID level 5, etc.

These hardware failures increase as technology scalesmtagtation increases. For
instance, the soft error rate for SRAM (Static Random Act&sory) increases by several orders
of magnitude times every technology [8]. Conventional @ctibn techniques are very effective
but expensive. For example, an ECC scheme for caches indarQ§96 performance penalty [70]
and up to 22% power overhead [95] without any optimizatiomcéht techniques have focused
on the system optimization with minimal overheads and makimliability. However, they still
incur overheads while our cooperative, cross-layer ptimie@mproves the resource efficiency, not

incur overheads.
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2.3.2 Reliability at the Application and Middleware Layers

Examples of failures at the application and middlewarersgee wrong outputs, infinite
loops, and crashes. The main reasons causing these faialhesde incomplete specification, poor
software design/implementation, programming bugs, atndled exceptions. To measure the
reliability of software, metrics include the number of bygs Kilo Lines of Code (KLOC), MTTF,
and MTBF. Traditional approaches include spatial redunogaechniques such as N-version pro-
gramming and N-block recovery, and temporal redundandynigaes such as rollback recovery
with checkpoints [96].

As the complexity of a system increases, software errotseadpplication and middle-
ware layers become dominant. For example, there existast $everal bugs per KLOC when
programmers write codes. Further, it is hard to test andglebdes, and it is expensive to apply
conventional fault-tolerant techniques. For instancéback error recovery with checkpoints is

inappropriate for real-time applications since it doesquarantee the completion time of a task.

2.3.3 Reliability at the Network Layer

Researches have focused on the network reliability extelyssince networks, in par-
ticular wireless networks, are unreliable. Briefly, theynsider data (frame or packet) losses,
deadline misses, node or link failures, and system down.elifdnle network features are main
reasons including congested routers, noisy and interfelnadnels, and even malicious attacks.
As gquality metrics to measure the reliability of networkgere exist SNR (Signal to Noise Ratio),
packet loss rates, deadline miss rates, MTTF, MTBF, and M{M&an Time to Recovery), which
indicates how long it takes to recover system from failures.

In network stacks (Figure 2.1), two layers such as data limk ansport layers are
involved in error controls for hop-to-hop reliability anddeto-end reliability, respectively. Re-
searchers have investigated a lot of techniques, and egranmlude data redundancy such as
CRC (Cyclic Redundancy Check), temporal redundancy suakteansmission, and spatial re-
dundancy such as node replication and multiple radios, (8lO or Multiple-Input Multiple-
Output). Interestingly, there have been several jointriggles to combine multiple approaches

across OSI 7 layers for optimal solutions [118, 117].
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However, no efforts have been investigated to increasehiéty with minimal costs
in a cross-layered manner for mobile embedded systems.elfotfowing Chapters, we present
our cost-efficient proposals by exploiting existing erronttol schemes across system abstrac-
tion layers in resource-constrained mobile embeddedmgstand address explicitly the tradeoffs
between reliability and other design constraints such geqeance, power, and QoS for system-

level optimization.
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Chapter 3

Partially Protected Caches: Enabling

Reliability at the Hardware Layer

3.1 Motivation

The increasing incidence and adverse effects of soft erovreadiation-induced tran-
sient faults, pose an overarching challenge in computdesyslesign. Soft error is the phe-
nomenon of temporary change of the state of a logic gate intagrated circuit under the influ-
ence of radiation coming from packaging material or cosmysstrike on the silicon device. The
occurrence of soft errors may have catastrophic consegadacthe system: the application may
generate incorrect results, try to access protected memegigns, crash, or go into an infinite
loop.

Although the phenomenon of soft errors has been known fon@ time, only recently
have shrinking feature sizes and lowering supply voltagssilted in a significant increase in
soft errors, making the presence of soft errors a real desigaern. The effects of soft errors
become more critical in embedded systems. For examplejmagia embedded systems are
used for remote sensing in space, surveillance in hostilikaigy, monitoring in highly radioactive
environments. It should be noted that these embedded systey be difficult to reach if it is
necessary to recover from crash. Thus system failures daliseto soft errors in such systems

may be very difficult, if not impossible, to fix.
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The occurrence of soft errors is directly proportional te #xposed area of the logic
[13]. Since caches are one of the largest area contributding iprocessor, they are most vulnerable
to soft errors. Previous research has therefore focusedotacting the caches against soft errors.
The use of Error Detection Codes (EDCs) like a parity chex#,EBrror Correction Codes (ECCs)
like Hamming Codes has been suggested to protect the datetiiee of cache. While a single bit
EDC can be used to detect single-bit err@wgle-Error Correction and Double-Error Detection
(SECDED) can correct single-bit errors and also can detmablg-bit errors transparently. Since
most of the soft errors are single-bit errors (the frequericiouble-bit errors is about 2-3 orders of
magnitude less than that of single-bit errors), SECDED ierg effective architectural technique
to protect caches from soft errors.

However, protecting the caches using SECDED has signifipamer, performance and
area overheads. Every time data from a cache line is rea&Gixcheck needs to be performed
to see if an error occurred in this line. As a result, the ecarection logic becomes a part of
time-critical path in cache lookup. Previous researchcaigis that SECDED implementations
can increase the cache access time, power consumptionrembyamore than 20% [70, 95, 60].
Embedded systems, which have very stringent power andrp@&fece requirements, may not be
able to afford such high overheads. Thus there is a critieallrfor effective, yet low-overhead
architectural technigues to combat soft errors.

This chapter proposes the effectiveness of the cross-Eymoach to design a hard-
ware/software joint solution to mitigate the impact of seftors for cache-oriented embedded
systems. Our approach to reduce such overheads is based obsirvation that in multimedia
applicationsnot all data is equally failure critical The image data, or audio data, is not as critical
for failure as the loop variables or the stack pointer. Wlfie occurrence of a soft error in an
image pixel may only result in a slight degradation in the gmauality, a soft error in the loop
variable may result in a segmentation fault. In such a casesay that the image pixel isfailure
non-critical (FNC) data item, while the loop variable igalure critical (FC) data item. While itis
important to keep all the failure critical data in a soft eqpootected cache, the failure non-critical
data can be kept in cache that is not protected from softserror

To exploit the difference in the failure-criticality of tlata in multimedia applications,

we propose a novel architecture - Partially Protected C&RE). A PPC architecture maintains
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Figure 3.1: Overview of our proposal, PPC and unequal ptioten a cross-layered manner

two caches at the same level of memory hierarchy. One of ttteesds protected from soft errors,
while the other one is unprotected. By mapping the failuiicat data into the protected cache,
and mapping the failure non-critical data into the unpri@ecache, the failure rate of applications
can be drastically improved. Note that this improvementitufe rate is obtained mostly at the
cost of QoS with very small impact on power and performance.

As shown in Figure 3.1, PPC provides an unequal protectioexjpjoiting the feature
of applications, e.g., error-tolerance of multimedia d&baresource-constrained embedded sys-
tems. While an obvious partitioning technique exists fordtmmedia applications, there is no
known patrtitioning techniques for data and code in genguplieations. To efficiently find out
data and code partitions for PPC architectures in genemicajpions, this chapter also presents
vulnerability-based page partitioning techniques.

In the rest of this chapter, we focus on developing a mictatectural solution (PPC)
and page partitioning techniques for resource-consitagrabedded systems. Thus, our PPC
solution with unequal protection exploits the content-samass (e.g., the error-tolerance of mul-
timedia data) and the time-awareness (e.g., the vulnéyabfldata and code and its relationship
with SER) in a cross-layered manner to combat soft errors minimal costs, as shown in Fig-

ure 3.1.
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3.2 Related Work

3.2.1 Soft Errors

Soft errors, i.e., transient faults, bit-flips, or singleet upsets (SEU), are caused pri-
marily by external radiations in microelectronic circyigsxd have been investigated extensively
since late 1970’s.

Figure 3.2 [77] illustrates the mechanism of a soft errongiea CMOS device. When
energetic particles such as alpha particles, neutronsratmhs from packaging material or cosmic
rays strike on the silicon device, they generate electaa-pairs in the wake. The source and
diffusion nodes of a transistor can collect these cha@gsiecteds WhenQcoliecteg DECOMES More
than some critical valu&iical, the state of the logic device, e.g., a Boolean gate maytinver
Since this logic toggle is temporary, the occurrence of sudefect is called a transient or soft

error.

P LE T ..
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Figure 3.2: External radiation may induce soft error

3.2.2 Soft Error Rate and Vulnerability

The soft error rate (SER) in Figure 3.2 is related as

Qeritical )

SER O NfuxxCSxe o (3.1)

whereNsx is the intensity of the neutron flugSis the area of the cross section of the node, and
Qs is the charge collection efficiency [38]. SinQgriticar iS proportional to the node capacitare

and the supply voltag¥, SER has an exponential relationship with the supply veltagwell as
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the capacitance from Equation (3.1). Thus, with decreasimyply voltage and shrinking feature
size, the rate of soft errors will increase exponentiallg,[B24]. In fact, Baumann [8] predicts
that the SER in the next generation SRAMs will be up to two g magnitude higher while
the SER of DRAMSs has been saturated. Multiplied by the treéndareasing size of SRAMSs in
multimedia embedded systems, the SER is becoming an inmbakésign concern.

On the other hand, the unit of SER, FIT (Failures in Time)h&s number of soft errors
per Mbit for one billion-operation hours. Thus, the SER iehrly proportional to the cache size
and the execution time apparently. However, the possitifita fault (i.e., upset) to effect an error
(i.e., soft error) is not directly proportional to the cadlie and the execution time since all upsets
do not propagate errors. Therefore, there is a definite reeghfaccurate metric to estimate soft
errors.

Substantial work has concentrated on estimating the swit eate, and the correspond-
ing failure rate. Architectural Vulnerability Factors (RY[88] was defined as the probability that
a fault in a particular structure will result in a visible @riin a final output. However this factor
is constant for a given structure, and is not applicationedepnt. This methodology has been
widely exploited [80], and also extended to present theeanalbility of the cache systems [6, 5].
In particular, Asadi et al. presented the critical time & thitical word , the residency time of the
word data in caches, and examined the vulnerability of tleheaomponents and the effects of
cache policies such as flushing, write-thru and refreshitmyvever, they did not capture the byte-
level residency time, and ignored the effects of the writerafion in a word on the other words in
the same line at eviction. Similarly, the temporal vulndigbfactor (TVF) [119] and the cache
vulnerability factor (CVF) [135] have been proposed as iogtio estimate the vulnerability of the
caches to soft errors. However, they failed to present theaheelationship of the vulnerability

factor and the failures of applications.

3.2.3 Soft Error Protection Techniques

Solutions to combat the challenge of soft errors have bemposed at various levels of
design abstraction from process technology to architaecsolutions. We briefly review related

work and position our research with respect to these efforts
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3.2.3.1 Packaging and Process Technology Solutions

Radioactive substances such as alpha particles emitteadiaging and wafer process-
ing materials are one of the major sources of radiationsddase soft errors in semiconductors.
Thus, advances in process technology such as purificatipaakiaging materials, radiation hard-
ening, and elimination of Boron-1B{% impurities are expected to mitigate the soft errors [9].
However, the effects of interaction between high energaigmic particles (e.g., neutrons) and
radioactive materials cannot be prevented completely. [77]

Process technology solutions such as SOI (Silicon On-#tst)l processes [89, 102]
have been proposed. In order to mitigate the soft errorgy, éxéend the depletion region or
raise the capacitance, which increases the critical chairgemiconducting devices. However,
process engineering technology may require the cost ofiaddi process complexity, the loss of

manufacturability, and extra substrate cost [8].

3.2.3.2 Processor Architecture Solutions

Solutions for Combinational Logic. Logic elements were considered more robust
against soft errors than memory elements mainly due to thekimg effects. However, many
researchers predict that the logic soft errors will become @ main contributions to the system
unreliability [107, 8, 92]. The simplest and most effectivay to reduce failures due to soft er-
rors in combinational logic is Triple Modular RedundancyR) [96], which typically uses three
functionally equivalent replicas of a logic circuit and ajordy voter. But the overheads of hard-
ware and power for conventional TMR exceed 200% [92]. Dupéxiundancy [81, 92] is also
available but it requires more than 100% area and power egesgwithout any optimization tech-
niques. In order to reduce the high overheads in conventredandancy techniques, Mohanram
et al. [81] presented a partial error masking by duplicatirgmost sensitive and critical nodes in
a logic circuit based on the asymmetric susceptibility alemto soft errors. Nieuwland et al. [92]
proposed a structural approach analyzing the soft errersensitivity of combinational logic to
identify the critical components at circuits.

Solutions for Sequential Logic. Temporal redundancy is another main approach that

has been used to combat soft errors in circuits. In ordertexctieoft errors, Nicolaidis [91] applied
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fine time-grain redundancy within the clock cycle greatemtthe duration of transient faults by
using the temporal nature of soft errors. Similarly, Angbiedl. [4] exploited the temporal nature
to detect timing errors and soft errors by means of time rddoay. Krishnamohan et al. [59]
proposed the time redundancy methodology by using the gisleck available in the propagation
path from the input to the output in CMOS circuits. A Razor][#p-flop was presented to detect
transient errors by sampling pipeline stage values withsa dlbock and with a time-borrowing

delayed clock.

Solutions for Memories. By far, reducing soft errors in memories has been the most
extensive research topic. Error detection and correctimes (EDC and ECC) have been widely
investigated and implemented as the most effective schendetect and correct soft errors in
memory systems. However, an ECC system consists of an enrbltick as well as a decoding
block responsible for detection and correction, and ofeelits storing parity values. Thus, ECC-
based techniques consume extra energy and incur perfoentietay as well as additional area
cost [96, 95, 70, 60], and are therefore not suitable foreacihus, only a few processors such as
the Intel Itanium processor [98] protect L2 and L3 cache®\&CC [110], but we are not aware
of any processor employing ECC-based protection mechaorsixl cache. This is mainly due
to high overheads of ECC implementation [56, 85, 138]. Zhangl. [137] proposed in-cache
replication where the dead cache block space is recycleolda@plicas of the active cache block.
Also, Zhang [136] presented replication cache where a simifl associative cache is added to
keep the replica of every write to the L1 data cache. Howékese techniques incur overheads to
maintain replicas. A cache scrubbing technique [87] has bpegposed, which can fix all single-
bit errors periodically and prevent potential double-bibes. Li et al. [72] evaluated the drowsy
cache and the decay cache exploiting voltage scaling anddsinn schemes, respectively, in
order to efficiently decrease the power leakage. They alspgsed an adaptive error correcting
scheme to different cache data blocks, which can save ewerggumption by protecting clean
data less than dirty data blocks. Kim [56] proposed the caetbiapproach of parity and ECC
codes to generate the reliable cache system in an areaseffiegay. However, they all exploit
expensive error correcting codes in order to protect altiita unnecessarily.

Partially Protected Cache Architecture

We have proposed the PPC architecture and demonstratefiadbié/eness in reducing
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the failure rate with minimal power and performance ovedsd&5]. However, the effectiveness
of PPCs has been limited only on multimedia applicationd, there is no known approach to use

PPCs for both data and instruction caches in general agiphsa

3.2.4 Software Solutions

Software-only techniques have been studied to protectatatacode from soft errors.
Both software and hardware techniques have their own aglgastand disadvantages in combating
the impacts of soft errors. For example, hardware techsiduerease the resource cost with
high effectiveness to detect and even correct errors whftevare solutions mostly do not incur
hardware costs with minimal coverage such as only erroctete

Reis et al. [101] presented the software-implemented faldtance (SWIFT) for soft
error detection by exploiting unused resources and enhgruzintrol-flow checking. Also, Luc-
cetti et. al [76] proposed software mechanisms to tolei@fteesrors by leveraging virtual machine
and memory sharing techniques. However, they are limitég tordetecting errors, and must be
used in conjunction with recovery techniques. Through ther4specified annotations, the com-
piler can separate and map data elements in programs tbleeiamain which has protection
techniques against soft errors, and to unreliable domadinowi protection [14]. But it requires
the annotation for important data by user specification.

Soft error detection in software is extremely expensiveermis of delay, while it can
be done without much overhead in hardware. In contrastedime soft error rate is very low (as
compared to processor clock cycle), soft error correcsagfficient in software while it incurs too
much overhead in hardware. Consequently, a combined agiptbat achieves the best of both
hardware and software solutions will be very efficient. Hegrethere is no hardware-software
hybrid approach for soft error mitigation in resource-d¢oaiaed embedded systems.

The PPC architecture with software page partitions is tbenmsing one as a joint solu-
tion of hardware-software techniques. The compiler separhe failure critical and failure non-
critical data and maps each of them into the two caches in afefR@e selective data protection
technique in multimedia applications [65]. However, thexr&o obvious partitioning technique
for general applications, and this thesis proposes a gepage partitioning technique not only

for data PPCs but also for instruction PPCs.
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3.3 Architecture of Partially Protected Caches (PPC)

To provide different levels of protection against soft esfove propose a novel cache
architecture, Partially Protected Cache (PPC). Our cdrafeartially Protected Cache is derived
from the concept of Horizontally Partitioned Caches (HP&3][ HPC is a promising technique
in which the processor has multiple (typically two) cachetha same level of memory hierarchy,
and partitioning the application data and code wisely betwthie two caches can improve both
performance and energy consumption [33, 108]. SimilaBCRrchitectures will have multiple
caches at the same level of memory hierarchy, varying indtel lof soft error protection they
provide. In particular, we consider two caches at the L1lJavemed the protected cache and
the unprotected cache as shown in Figure 3.3. The proteataimst soft errors in the protected
cache can be provided by any of the existing techniques,irageased transistor size, increased
supply voltage, SEC-DED, etc. In this thesis, we considat tie protected cache has SEC-DED
to correct one bit error and detect two bit errors.

The memory is mapped to the two caches at a page level of grétyulEach page has
a Cache Mapping Attribute or CMA. CMA defines which cache thgeis mapped to. When a
new page is requested in the cache, it comes into the cacimeddfy the CMA. CMA is stored
in the Translation Look-aside Buffer (TLB) along with thedaelss mapping. When the processor
requests any cache data, first the TLB lookup is performededdf she page is present in the cache,
and if yes, to figure out which of the two caches is selectecrdfore, only one cache lookup is
performed per access. Note that our approach for dataipamiy into the two caches does not
increase the number of pages, nor the number of TLB missesryHwme data is written into the
cache, the data has to be encoded, and every time it is readie cache, the data needs to be
decoded and a check needs to be performed for occurrencdt @rsms. Thus, the SEC-DED
decoder becomes a part of timing critical path, and has paneiperformance overheads.

In order to minimize the performance impact of the PPC aechitre, the protected
cache should be small, so that the total penalty of the pexdezache and the SEC-DED imple-
mentation is less than or equal to that of the unprotectetlecatiowever, since the protected
cache is now smaller, it is important to map data very caeito this cache. Mapping too much

data into the protected cache can result in frequent miasesherefore degrade performance.
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3.4 Page Partitioning Techniques

3.4.1 Application Data Partitioning in Multimedia Applica tions

To compare the susceptibility of application data on safbrs; we devised a simple
experiment. The data that the application accesses isedivitto pages. We injected soft errors
randomly in only one page, and simulated the applicatioers¢times to estimate the failure rate.
Soft errors were injected with a constant probability peeliand per unit time, only in the lines
of the page that are in the cache. Figure 3.4 shows soft érramne pages are much more likely
to cause an application failure than soft errors in otherepagn fact, for an image processing
benchmark susan edgeffom the MiBench suite [36], soft errors in only some of thges (9
out of 83) cause an application failure. Soft errors in mdghe other pages do not result in
a failure. The degradation in quality typically shows uptie form of white/black pixels in the
output image. A simple analysis reveals that the pages thabticause failures are the image data,
and the pages that contain stack variables, and other pnogmaables cause failures. Existing
solutions that protect the whole cache using ECC is an di/éokithese multimedia data pages,
especially in situations where a little loss in quality of\see can be tolerated. An ideal solution
would provide protection to only the pages that may causdicaion failures, and reduce the
overheads by not protecting data that may not cause applidatiures.

To exploit the PPC architecture, the compiler has to categ@nd partition the appli-
cation data into the protected and the unprotected cachgeraral, a detailed analysis for each

variable is needed to be able to partition the applicationtuhately the characteristics of mul-
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Figure 3.4: Failure rate distribution (benchmarkusan edggs failures are reported in occur-
rences of soft errors at only 9 pages out of 83

timedia applications simplify this analysis. In multimadipplications, while a soft error in an
image pixel may only cause minor distortion in the image, egligible loss in QoS, a soft error
in the loop control variable may result in memory segmeniation, or a failure. Other examples
of failures caused by soft errors include system crash amdnfinite execution of a loop. For

multimedia applications, we define the multimedia data &gr&anon-critical (FNC), and all the

rest of the data as failure critical (FC).

‘Size of failure critical and failure non-critical data‘ [®FC Data MFNC Data]
100%

90%

Figure 3.5: Size of failure critical and failure non-créladata in applications

Figure 3.5 plots the percentage of failure critical andufainon-critical data in the var-
ious multimedia benchmarks, as found by our method. We hbsereed that even this simple
strategy can mark between 30% to 63% of data as failure ritboatr A better data analysis tech-

nigue can discover additional failure non-critical datad gherefore will improve the effectiveness
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of our technique. However, even the simple technique offfigdhe failure critical data is quite
effective. Also note that it is very easy for the designer emomlly identify the multimedia data,

since it is typically present in large arrays.
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Figure 3.6: Cache miss rates of failure critical and failnom-critical data (benchmarksusan
smoothing

The other concern with mapping data to the small protectetiecan PPC might be
the possible negative impact on performance. Figure 31 @ cache miss rates of the failure
critical and failure non-critical data for various cacheesi. We observe that the slope of the miss
rate of the failure critical data is less than that of theufa!non-critical data. This implies that
the size of the protected cache can be reduced without mutbrmpance penalty. The reason
behind this observation is that the failure critical datat tive have marked comprises of the local
variables, function stack, etc. which have much better edehavior than that of the multimedia
data. As a result, we can achieve low failure rates withagniicant power and performance

overheads.

3.4.2 Page Partitioning in General
3.4.2.1 Vulnerability: A Metric for Failure Rate

To choose pages to be mapped to the protected cache, we netdcatonquantitatively
compare page partitions in terms of susceptibility to sofrs. We use the concept of vulnera-
bility [5, 88, 119, 135], to partition the data into the protisd and unprotected caches in a PPC.

We observe that if an error is injected in a variable that mill be used, the error does not matter.
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Figure 3.7: Vulnerability and Failure Rate: vulnerabilisya good metric for estimating failure
rate

However, if the erroneous value will be used in the futurentit will result in a failure. Thus a
data is defined to beulnerable for the time it is in the unprotected cache until it is evelijua
read by the processor or written back to the memory. The valiigy of an application is just
the summation of the individual data vulnerability, whichmeasured in cycles to present the
vulnerable time of this data.

To validate our idea using vulnerability as a failure rat@nnewe simulated thasusan
cornersbenchmark from MiBench suite on a modifisiein-outordersimulator from SimpleScalar
to model HP-iPAQ like system for various L1 cache sizes. Edi7 plots thesulnerability and
the failure rate obtained by simulations. To estimate the failure rate, vjected soft errors on
data caches for each execution of the benchmark, countedithber of failures out of a thousand
executions, and calculated in a percentage by multiplyl@with the number of failures divided
by the number of runs. Each execution is defined as a succigsnis and returns the correct
output. Otherwise, it is a failure. Figure 3.7 shows thatghape of thesulnerability closely
matches the failure rate curve. Other applications alswshmilar trends. On average, the error
in predicting the failure rate usingulnerability metric is less than 5%. In this chapter, we use
vulnerability as the metric to estimate the failure rate, and perform aateddesign space explo-
ration to decide the page partitioning between the two aoha PPC. Reducing vulnerability can
be contrary to performance improvement. For example, taaedhe vulnerability of data, data
should not remain in the cache for long. It is better to evitd eeload the reused data to reduce

the vulnerability, but this may degrade performance. Tioeee there is a fundamental trade-off
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between performance improvement and vulnerability redoct

3.4.2.2 Page Partitioning: DPExplore

DPExplore(rPenalty, eWidth, pCount)

01: pageMa@ = 0...0

02: runtime powervulnerability = simulaté pageMa®)
03: configd = (pageMa, runtime powervulnerability)
04: for (k= 0;k < eWidthk+ +)

05: bestConfigsnsert(config0)

06: endFor

07:for (;;)

08: newBestConfigs bestConfigs

09: for (i=0;i <eWidthi++)

10: for (j =0;j < pCount j ++)

11: testConfig= addPagénewBestConfidsg, j)

12: runtime powervulnerability = simulatétestCon figpageMap

13: if (runtime< con fig0.runtimex 100tFenalty

14: if (vulnerability < newBestConfig6|.vulnerability)

16: newBestCon figmsert(testCon figruntime powervulnerability)
17: endlf

18: endlIf

19: endFor

20: endFor

21: for (i = newBestConfigkength();i > eWidthi — —)
22: newBestConfigdeletédi — 1]

23:  endFor

24: if (newBestConfid6].vulnerability < bestCon figi].vulnerability)
25: bestConfigs= newBestConfigs

26: else break;

27:  endlf

28: endFor

Figure 3.8: DPExplore: an exploration algorithm for dateipaning

Figure 3.8 outlines our DPExplore partitioning algorithwhich starts from the case
when no page is mapped to the protected cache. In each stggs ase moved from the unpro-
tected to the protected cache, to minimize the vulnerghilitder the runtime penalty. Our page
partitioning algorithm takes two parameters: (i) allovehintime penaltyrPenalty), and (ii) ex-
ploration width €Width, i.e., how many partitions are maintained as best configunrs for the
whole exploration. DPExplore us@€ount the number of pages in a benchmark, and searches
for page mappings that will suffer no more than the specifietime penalty, while trying to
minimize the vulnerability. DPExplore maintains a set o$togage mappings found so far (Line
05) inbestConfigssorted in increasing order of vulnerabilities. After ialization, the algorithm
goes into a forever loop in Line 07. It takes each existing bekition and tries to improve it by

mapping a page to the protected cache (Lines 11-12). If thepage mapping is better than the
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worst solution in thenewBestConfigghen the new page mapping is saved in the list. The loop in
Lines 09-20 is one step of exploration. After each step, twe set of page mappings is trimmed
down to exploration width (Lines 21-23). The terminatioitenon of the exploration is when an
exploration step cannot find any better page mapping. Irr etbeds, no page can be mapped to
the protected cache to improve vulnerability (Lines 24, @&)er the runtime penalty. Otherwise,
the global collection of the best page mappings are updaiad 25). The complexity of our DP-
Explore isO(N!Wm), whereN is the number of pages to be exploréd,isN x (N—1) x ... x 1,
W is the exploration width, an®(m) is the complexity of a simulation to evaluate a page partitio
Note that our exploration technique is a profile-based aggrowhich works well if the
page mapping of application codes and input data does nagehaur proposal, DPExplore, is

very effective for such applications.

3.5 Effectiveness of PPC

3.5.1 Experimental Framework

PPC Cache Configuration
protected cache parameters
unprotected cache parameter

- Analysis
Synthesis Failure Rate

Runtime
Power

L CACTI Area

Figure 3.9: Experimental Framework

Application

To demonstrate the effectiveness of PPC architecture, we developed a compiler-
simulator-analyzer framework as shown in Figure 3.9. A cilenmenerates a page mapping
list and an executable, a simulator (modif&icth-cacheand sim-outordersimulators from Sim-
pleScalar [11]) runs an executable by mapping pages acagptdicache configurations, and the
outputs are analyzed in terms of performance, power, &itate (or vulnerability), and QoS.

Simulation frameworks are detailed in several publicatifgb, 64].
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3.5.2 Experimental Results

3.5.2.1 Effectiveness of PPC for Mobile Multimedia Applicéions

Similar to caches in the Intel XScale architecture, the finsache configuration con-
sists of a 32 KB unprotected cache, the Safe cache configaratinsists of a 32 KB protected

cache, and the PPC configuration consists of a 32 KB unpeastezziche and a 2 KB protected
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Figure 3.10: Effectiveness of our PPC architectures - PRizaes minimal failure rates with
minimal energy and performance overheads

Figure 5.8(a) shows that the PPC configuration achievasréartes close to those of
the Safe cache configuration, and both of these configusatiohieve failure rates about47ess
than that of the Unsafe cache configuration on an averagaurd-8(a) plots the failure rates
achieved by the three cache configurations on a logaritheaile sand they are normalized to the
failure rate of the Unsafe cache configuration. In both thie @ad PPC configurations, failures

occur only due to double-bit soft errors since all the sirgjteerrors are corrected by SEC-DED
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implementation in protected caches while both single-bft srrors and double-bit soft errors
cause failures in the Unsafe configuration. Figure 5.8(ajvstthat in some benchmarks (e gu-
san SmoothingPPC configuration results in lower failure rate than theeQaiche configuration
and in some benchmarks (e.§ysan Cornelsthe Safe cache configuration is better. However, in
most benchmarks PPC configurations provide failure ratesedb those of Safe cache configura-
tions, and much lower than those of Unsafe cache configusatio

Figure 3.10(b) shows that PPC configuration achieves tHempeance close to that of
the Unsafe configuration, and incurs only less than 1% padoce overhead than the Unsafe
configuration on an average while the Safe configurationrghabout 19% performance overhead
mainly because of cache access time penalty. Figure 3.p({s)the runtime for the three cache
configurations. The runtimes are normalized to the runtifth® Unsafe cache configuration.
The plot shows that as compared to the previously proposéacaahe configuration, the PPC
configuration has on an average 16% performance improvement

Figure 5.8(c) shows that PPC configuration consumes lessnsyenergy than the Safe
configuration. Figure 5.8(c) plots the system energy comsiam of the three cache configurations
normalized to that of the Unsafe cache configuration. Thésmbow that as compared to the
Safe cache configuration, the PPC configuration consumese88ceinergy on an average. As
compared to the Unsafe cache configuration, the PPC configureonsumes about 3% more
energy while the Safe configuration consumes 13% more erm@r@n average mainly because
of unnecessary protection for multimedia data, which isedawy PPC approach. Note that the
energy consumption indicates the energy consumed by théevaystem including processor,
data cache, memory, and off-chip buses. If we consider amdygy consumption of the memory
subsystem, PPC configuration is more effective since theggsmr energy consumptions for each
cache configuration are the same. For example, PPC cachgumatitn consumes the memory
subsystem energy 20% less than the Safe configuration.

To simplify the multi-dimensional comparison of varioustnes (failure rate, energy,
runtime), we define a composite quality metri€Mc¢q) for each cache configuratioe,fg, as
CMctg = Feg X Refg X Ectg, WhereFtq is the logarithmic failure rateR:¢q is the runtime, and
Ectg is the energy consumption for a cache configuratdg. The lower the composite metric,

the better the configuration. Figure 3.10(d) shows the caitpanetric for all the three cache
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configurations for each benchmark. The plot clearly shoasttite PPC configuration is a superior
design choice. The PPC configuration isBetter than the Unsafe cache configuration, ard 2

better than the Safe cache configuration in terms of a congpastric.
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Figure 3.11: Evaluation of Quality and Area

Figure 3.11(a) shows that PPC configuration results in b€t than the Unsafe con-
figuration and worse QoS than the Safe configuration. Figur&(&) plots the QoS of the three
cache configurations normalized to the QoS of the Unsafeecaghfiguration. The plots show
that as compared to the Safe cache configuration, our PP@uoatfon incurs a QoS penalty of
32%, while as compared to the Unsafe cache configuration BQr édnfiguration improves the
QoS by 54% on an average. Note that QoS values are exaggdutatéol accelerated SER in order
to observe the failure rates in a reasonable amount of siionlame. Table 3.1 presents the video
guality in PSNR using a benchmar63 encodefor the three configurations according to SER,
and clearly shows that the quality degradation of PPC cordtguns is negligible (less than 5%
other than SER = 1) compared to that of Safe configuration.

Figure 3.11(b) compares the area among the Unsafe, SafBRdache configurations

along the total cache sizes. The plot shows that the areh@s@for the PPC cache configuration

Table 3.1: Video Quality in PSNRIB) according to SER

\ SER H Unsafe\ Safe \ PPC \

10° || 16.39 | 31.79] 19.67
1010 || 26.22 | 33.35| 31.89
1011 || 32.40 | 33.46| 33.40
1012 || 33.39 | 33.46| 33.45
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is smaller than that for the Safe cache configuration sined”fC configuration just implements
the SEC-DED algorithm for the only small size of mini cachéiah remains the same size for
the coding and decoding blocks but reduces the storage @izbed control bits. In one specific
configuration as 32 KB data cache for the Unsafe, Safe and WRICh has extra 2 KB protected
cache, the area overhead for the Safe cache configuratioparethto the Unsafe cache configu-
ration shows about 22% but the PPC cache configuration camiiernented with just 7% area
overhead, which means that we can reduce around 12% areanetanld the PPC configuration
cache instead of the Safe one.

To summarize, our results demonstrate that as compared tratfitional Unsafe cache
configuration, our proposed PPC cache configuration carcegdilure rates by 4%, while incur-
ring only 1% runtime, 3% energy, and 7% area overhead withiorgrl QoS. As compared to the
previously proposed Safe cache configuration, our propB&& cache configuration can achieve
almost the same failure rates while improving both the roatby 16%, energy by 8%, and area
by 12% at the cost of QoS. Thus, PPC architectures allow dessdo explore configurations with

minimal failure rate by trading-off QoS at minimal powerrfmemance, and area overheads.

3.5.2.2 Effectiveness of PPC for General Applications

We perform two kinds of experiments to demonstrate the tffamess of DPEXxplore for
general applications. In the first set of experiments, we tliedpage partition with the least vul-
nerability without any performance loss. Figure 3.12(a] Rigure 3.12(b) plot the vulnerability
ratio and the memory subsystem energy ratio, respectiwklige least vulnerability page partition
obtained by DPExploreVulnerability Ratioindicates the ratio of the vulnerability of tHmse
caseto the vulnerability discovered by DPExplore. SimilafBuntime Raticand Energy Ratio
of the least vulnerability page partition obtained by DPIerp are presented in Figure 3.12(b).
Thus, each ratio greater than 1 implies the reduction of eaefnic. In case of no performance
penalty, our heuristic algorithm can discover partitionighven average more than 1.2 times re-
duction in vulnerability, i.e., 1.2 in vulnerability rati@nd only about 3% energy overhead, i.e.,
0.97 in energy ratio, over all benchmarks.

In the second experiment, we allow 5% performance deg@uakigure 3.12(c) plots

the vulnerability reduction and Figure 3.12(d) plots ther@gase in energy consumption of the
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Figure 3.12: Evaluation und@&o Performance Penalignd5% Performance PenaltypPExplore
can significantly reduce the vulnerability at minimal rumé and power overheads

memory subsystem and the increase in runtime of the leaserability page partition obtained

by DPExplore. We observe 47reduction in vulnerability on average, along with only 0.5%

degradation in runtime, and 15% increase in the total eneogggumption of the memory sub-

system. Compared to the case when all data are mapped todteetpd 4 KB cache, i.e., the

completely protected cache, the runtime and the energyuogpison of the page partition with

DPExplore are improved by 36% and 9%, respectively. Thusn eery small runtime degrada-

tion allows DPExplore to find page mappings that can signifigareduce the vulnerability for

general applications.
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3.6 Summary

Due to incessant technology scaling, soft errors are bewpmnicritical design concern
for system reliability. Especially, soft errors in caches the most important due to large area and
low voltage beyond sub-micron technology. Previouslyeageshers have investigated the cost-
efficient redundancy technique at the hardware or compdegat while those techniques still
incur the overheads in terms of power, performance, and area

Based on the observation that not all data are equally impbn terms of the failure
rate, we have studied a cross-layer approach by exploitiagdature of applications or data at
the application layer to combat the impact of soft errorshat hardware layer. For example,
soft errors on the multimedia data itself do not cause faeduii.e., multimedia data is failure
non-critical) while soft errors on other control data sushcanditional or loop variables may
result in system failures (i.e., control data is failurdical). On the other hand, page partitioning
techniques for general applications have been proposexbgitng the vulnerability of data and
codes to separate data and codes for unequal protection.

We proposed a novel cross-layer approach, in which our demypartitions pages for
applications, and PPC architecture provides unequal gfoieat the hardware layer by exploiting
the application features such as the error-tolerance anénability as shown in Figure 3.13. This
hardware-software joint solution is very effective to reduhe failure rate or the vulnerability
due to soft errors with minimal power and performance ovalsen resource-constrained mobile
embedded systems.

Our experimental results showed that our technique reducgisne by 16% and energy
consumption by 8% and maintains the same or the even bettgefeate in comparison with ECC-
protected cache at the cost of QoS degradation for repesentmultimedia benchmarks. And
proposed page partitioning algorithm can effectively affidiently explore to find page mappings
that result in 47 times reduction in vulnerability, i.e. failure rate, at only 0.5% performance and
15% energy penalty on average in general application beadtsn

The main contribution of our approach is in extending clager design methodology
to combating hardware defects such as soft errors with naihgonstraints. This cooperative,

cross-layer design methodology can be further expandedtigate several types of temporary
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Application Data and Code
- PPC with Page Partitioning Techniques
Error-Tolerance of Multimedia Data is a Hardware/Software Cross—Layer Solutit
Vulnerability of Application Data and Cod

Page Partitioning Algorithms
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Figure 3.13: Cross-Layer Protection — PPC and Page PamtigjoAlgorithms provide cost-
efficient unequal protection for resource-constrained eddbd systems

faults at the hardware layer, e.g., logic components, degéd memories, communication archi-

tecture, etc, by exploiting the existing features at thdiegton layer.
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Chapter 4

Error Aware Video Encoding: Enabling
Reliability at the Application Layer

4.1 Motivation

Due to the rapid deployment of wireless communicationsewidpplications on mobile
embedded systems such as video telephony and video stgelmia grown dramatically. A ma-
jor challenge in mobile video applications is how to effigigmllocate the limited energy resource
in order to deliver the best video quality or conversely, howextend the lifetime of video deliv-
ery within the limited energy resource without degradingegtable video quality. A significant
amount of power in mobile embedded systems is consumed by yicbcessing and transmission.
Also, error resilient video encodings demand extra eneagggmption in general to combat the
transmission errors in wireless video communications. sTlituis challenging and essential for
system designers to explore the possible tradeoff spacéoandrease the energy saving while
ensuring the quality satisfaction even under dynamic nétwstatus. In this chapter, we introduce
the notion ofactive error exploitatiorto effectively extend the tradeoff space between energy con
sumption and video quality, and present an adaptive ewaravideo encoding to maximize the
energy saving with minimal quality degradation.

Tradeoffs between energy consumption and QoS (Quality ofi&9 for mobile video
communication have been investigated earlier [24, 37,821 84, 131]. Itis interesting to observe
that the delivered video dataiitherently error-tolerant spatial and temporal correlations between
consecutive video frames are used to increase the commmesficiency, and result in errors at

the reconstructed video data, and also a high quantizatiale sauses video data losses. These
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naturally induced errors and losses from the encoding ifligos degrade the video quality of
service, but they may not be perceived by the human eye. drctritext, we pay attention to the
inherent error-tolerance of video data to increase theggnexduction for resource-constrained
embedded systems. For instance, relaxing the acceptadiityand the delivered video reduces the
overhead in compression for the exhaustive searchingitidgoby exploring a partial area rather
than the entire region. Further, we exploit errors actifehthe purpose of energy reduction. One
way of active error exploitation is to intentionally droafes before the encoding process. By
dropping frames (a process similar to sampling), we eliteithe entire video encoding process
for these frames and thereby reduce energy consumptior séuirificing some loss in the QoS of
the delivered video stream. Note that the effects of drapfiames on video quality are partially
canceled with the nature of error-tolerance in video data.

To cope with transmission errors such as packet losses dtiee toongested routers
and faded access points in wireless communication, eesilient video encoding techniques
[16, 54, 120, 123, 134] have been investigated to reduce ffeet® of transmission errors on
Qo0S. Most existing error resilient techniques judicioustiapt their resilience levels considering
the network status such as packet loss rate. Our approachiresnthese error-resilient tech-
nigues with intentional frame dropping, resulting in sevgros and cons. First, we can improve
the video quality to the level that error-resilient videaeding techniques achieve by consider-
ing these frame drops as packet losses occurring in the retw®econd, we can increase the
error margins that video encoders potentially exploit faximal energy reduction, i.e., we can
drop more frames. On the other hand, the error-resilienoeases the compressed video data in
general, and in turn raises the energy consumption for datarnission. As we show in this chap-
ter, this active error-exploitation approach with errailient techniques significantly enlarges the
tradeoff space among energy consumption for compressi@ng consumption for transmission,
and QoS in mobile video applications. Furthermore, ourreaveare video encoding scheme ex-
tends the applicability of error resilient schemes, eveemthe network is error-free. Note that
previously proposed error-resilient video encodings vadasigned to work as a normal video en-
coding in case of error-free network, i.e., compressingeidata as efficient as possible rather
than as error resilient, which incurs overheads due to higbimplex encoding algorithms.

In this chapter, we discuss a new kndfrror Injection Rate(EIR) that controls the
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Error-Aware Video Encoding (EAVE)
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Active Error Exploitation
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Figure 4.1: Overview of our proposal — EAVE (Error-Aware ®¥aEncoding)

amount of data to be dropped intentionally. This EIR knob lbarused to explore the tradeoff
space between the energy consumption and video qualifiketinl previous approaches. Specif-
ically, we present an error-aware video encoding technigitie EIR based on an existing error-
resilient video encoding, PBPAIR (Probability-Based Poeweare Intra-Refresh) [54]. Our new
approach, called Error-Aware PBPAIR BA-PBPAIR is composed of two units: error-injection
unit and error-canceling unit. The error-injection unibpis frames intentionally according to
EIR to save the energy consumption. And the error-canceliniyapplies PBPAIR to encode
video data resilient against intentional frame drops in mergy-efficient manner. Active error
exploitation can reduce the overheads for transmissionesad the decoding, and results in the
energy savings of all components in an encoding-decoditig ipadistributed mobile embedded
systems. However, very aggressive error injection in EARRIR can degrade the video quality
significantly, and there is a need to monitor the delivered@iquality in distributed systems and
to adjust the error injection rate to ensure satisfactoglityu Thus, we also preseataptive EA-
PBPAIR which adapts the error injection rate based on the quatiegtback from the decoding
side while minimizing the energy consumption.

Figure 4.1 shows the outline of our EAVE (Error-Aware Videncading) technique,
which develops cross-layer communication between thei@gijun and the middleware. The
error injection unit (implemented at the middleware laymgnitors the network packet loss rate
and the video quality, controls the error injection rated &nanslates the sum of packet loss rate

and error injection rate for the error rate parameter to tiner eesilient video encoder at the
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Figure 4.2: Constraints and knobs considered by previopsaphes and our proposal

application layer. The error canceling unit is an errorhiess video encoding (e.g., PBPAIR),
which is implemented at the application layer. As shown igureé 4.1, we maximize the energy
efficiency of previously proposed error-resilient videceaings by actively exploiting errors, i.e,
intentionally dropping frames. Thus, the error-resilieraf video encodings at the applications
against network errors such as packet losses in the netvaslbéen expanded to recover the
intentionally induced frame drops at the middleware layih werspective of the QoS. EAVE or
Error-Aware Video Encoding is a cross-layer technique simtificantly extends the tradeoff space
between energy consumption and video quality for resococestrained multimedia embedded

systems.

4.2 Background

4.2.1 Energy/QoS-aware Video Encoding

With the increasing popularity of video applications ontbgt-operated mobile hand-
helds, energy-efficiency is an essential feature that rasfisleo applications consider along with
QoS. A standard video encoder in Figure 4.2 presents the fiagsi of video compression algo-
rithms consisting of ME (Motion Estimation), DCT (Discre@osine Transform), Q (Quantiza-
tion), and VLC (Variable Length Coding). Firstly, the videnage is separated into a certain size

of data blocks (e.g.,88 macro blocks or MB), and each data block is processed thraugotion
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estimation (ME) algorithm, which exploits the spatial-fgznal correlations between video data.
After ME, each data block is transformed by a discrete cosaresform (DCT) into its frequency
domain equivalent. Then each frequency component is qeah(divided by a quantization scale
value) to reduce the amount of data to be transmitted (Qallyjthese quantized data is encoded
using a variable length coding technique (VLC). At each caesgion step, several parameters
need to be selected and each parameter affects the powero&hd=-Qr example, full search and
diamond search [116] are two candidates for ME, and they tradeoffs between energy con-
sumption for computation (diamond search is good sinceatctms for smaller area than full
search), energy consumption for communication (full de@qood since it can potentially find
the reference data block with smaller difference than diaingearch) and QoS (full search is
good since it can deliver less difference potentially). idphtra et al. [82] explored the effects of
video encoding parameters such as quantization scalatit}-and motion estimation algorithms
on energy consumption and QoS.

Energy and QoS aware adaptations have been studied for aj#izations on mobile
handhelds in a cross-layer manner [83, 131]. Mohapatra 83lproposed an integrated power
management technique, which identifies interactive parermamong different system levels and
tunes them to reduce the power consumption by middlewanstaitans aware of system config-
urations. Similarly, Yuan et al. [131] proposed a globalssrtayer adaptation approach, which
coordinates CPU, operating system, and application tease the energy efficiency. Yuan et al.
also proposed a practical voltage scaling to minimize thelevkystem energy of mobile devices
while meeting the time constraints of multimedia applisasi. Eisenberg et al. [24] considered
the transmission power along with the video quality at theoder. To limit the amount of dis-
tortion in the delivered video with minimal transmissioreegy, they exploited the knowledge of
the concealment method at the decoder and the relationshigebn transmission power and the
packet loss probability.

Previous efforts have mostly studied the tradeoff betweengy consumption and QoS,
but they did not take into account error resilience againgtliable transmission and they did not

consider active error exploitation.

52



4.2.2 Error-Resilient Video Encoding

Video compression standards such as H.263 [45] and MPEGr{8&Jase the compres-
sion efficiency by exploiting the spatial and temporal clatiens among consecutive frames with
minimal quality loss. However, these compressed video citabe lost and eventually become
error-inclusive at the decoding side through the unrediablannels due to congested routers, link
failures, faded access points, etc. in wireless networkisTthe effects of packet losses are prop-
agated to the following frames due to the nature of spatidlitamporal dependency in encoding
techniques. To reduce these negative impacts on QoS, karaiques have been proposed and
roughly classified into two groups, error-resilient tecjugs and error-concealment schemes [16].
Typically, error-concealment techniques [27, 121] arelenmented at the decoder by recovering
the lost data, and error-resilient techniques [16, 54, 123, 134] are designed at the encoder to
increase the robustness against the transmission erraddiyg the redundancy.

For the purpose of error-resilient video, one of the mostatiffe methods is to introduce
the intra-coded frame (I-frame) periodically since I-fresrare decoded independently and protect
the propagation of the transmission errors in previous é&nWe call this video encoding tech-
nigue as GOP-K (Group-Of-Picture), where K indicates thelper of predictively-coded frames
(P-frames) between I-frames. For instance, GOP-15 irglicatvideo encoding technique where
one GOP consists of 1 I-frame and 15 P-frames. Recently, ¥balg[127] reorganized the regular
linear GOP structure to decrease the number of descendame$rusing double-binary tree struc-
ture and thus errors propagate to only few frames. Howeleriransmission of I-frames causes
the delay and jitter due to relatively large size compareB-foames, and the loss of I-frames is
more sensitive on QoS than P-frames [16, 54].

To mitigate both the propagation of the transmission eraoic the overheads of large
I-frames, intra-MB refresh approaches have been propdsgdsf, 123]. Mainly intra refresh
techniques distribute intra-MBs among frames, and theyombt remove the overheads of I-
frames but also improve the error-resilience. Worrall e{H3] introduced the Adaptive Intra
Refreshing (AIR), which updates the more important area &shhore frequently. Cheng et
al. [16] allocated intra-MBs on a column-by-column basisiprogressive way considering the

residual error propagation, Progressive GOP (PGOP). Whdst intra-MB refresh techniques
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have been focused on alleviating the effects of the trarssomserrors on the video quality, Kim et
al. [54] proposed an energy-efficient and error-resiliedéw encoding technique named PBPAIR,
and presented tradeoffs among error resilience, encodficgercy, and energy consumption for
mobile handheld devices. Note that PBPAIR is not energyieffieén case of low packet loss rates
since PBPAIR (like other intra refresh video encoding téghes) is designed to compress the
video data as efficiently as standard video encoding.
Most approaches above have focusedpassive error exploitationwhich means that

errors are used for relaxing the constraint considerindghtire of applications. On the contrary,
active (or aggressiv error exploitationmaximizes the feature of applications even by injecting

errors intentionally, which has not been applied previptsivideo encoding approaches.

4.2.3 Error-Aware Video Encoding: Our Proposal

While video encoding techniques did not consider error @tqtion actively, system
designers have recently taken into account errors for phejposes. During system design, since
error detection and correction schemes demand high owishézey exploit the features of ap-
plications running on the system they design, and relax tfug-eorrection requirements for the
purpose of high yield rate and/or low energy consumption.

Kurdahi et al. [61] proposed an error-aware design schementamory subsystems.
They observed that strict 100% correctness is not requiragine applications such as imaging,
video, and wireless communications. They scaled down tl@age level aggressively to the
point where the features of those applications can toleratelet memory system expose errors
intentionally; then they achieve significant power savidgs to the exponential relation between
the supply voltage and the dynamic power dissipation.

In computer networks, Harris et al. exploited packet losimtoease energy-efficiency
by discarding the subsequent packets, which compose a feagee with the lost packet at the ap-
plication layer (e.g., multimedia data) than a packet aMA€ (Media Access Control) layer [37].
Previously, the frame-induced packet discarding mechaiaere applied to avoid congestion
collapse [100], but even in the absence of congestion, tBéydggressively used the framing-
aware link layer mechanisms to reduce the energy consumptioich may be wasted by blindly

processing each packet at the MAC layer from the transmmissfionusable data at the end.
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Figure 4.3: System Model (Mobile Video Conferencing) andrie Drop Types I/II/IlI for Active
Error Exploitation

While these approaches accept errors to their system desigetwork design, our
approachaggressively exploitthe error tolerance of video data by introducing errorsntios-
ally, and controls the error injection adaptively basedlmnfeedback for the purpose of energy
reduction with minimal quality loss for mobile video apptmons. Therefore, our error-aware
video encoding uses errors actively to achieve maximalggngain while ensuring the QoS and

resilience, and further opens opportunities to expandrtuebff spaces.

4.3 Error Aware Video Encoding

4.3.1 System Model

Figure 4.3 shows our system model for mobile video confeéngnapplications. This
mobile video conferencing system consists of two mobileias/Mobile 1 andMobile 2) and
the network environmentNetwork between them. The Network consists of WAN (Wide Area
Network) and two wireless access points, AP 1 and AP 2, eaethath provides the wireless
communication channel for each mobile device. To captugesttergy consumption for comput-
ing and communication, each mobile device is modeled as aenminbedded system composed
of a CPU (Central Processing Unit) and WNI (Wireless Netwloterface), where video data is
encoded (or decoded) and transmitted (or received). Fqlisitly, we consider one path from an
encoder to a decoder during mobile video conferencing. Viéyae the quality of the delivered
video at the decoding end, and study each category of enemgumption such as the energy
consumption for encoding (Enc EC), for transmission (Tx H&@)receiving (Rx EC), and for de-

coding (Dec EC). Note that error resilient video encodinggstbeen used to combat transmission
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errors such as packet losses induced from the network.

4.3.2 Fundamentals of Active Error Exploitation

Recall that weexploit errors actively In our study, active exploitation of errors means
intentional frame dropping during video encoding to ackiemergy reduction in mobile embed-
ded systems. For the purpose of energy reduction, videoeBaran be dropped by any of the
components in Figure 4.3. For instance, the Decoder cantbeopelivered video data to increase
the energy reduction for the decodirigidme Drop Type lllas in Figure 4.3). Another possible
scenario is that the Transmitter can drop video data to $evedmmunication energy, and error
resilient techniques take care of the dropped data in agv@iname Drop Type ). Further, the
Encoder can drop frames intentionally before the encodinggss, and encode the rest of frames
robust against the dropped frames, which are consideremspdckets in networkame Drop
Type ).

Note that dropping frames at the Encoder is the most effeatiterms of energy reduc-
tion since it affects the energy consumption across all thewing components in an encoding-
decoding path as drawn in Figure 4.3, and the energy consumior encoding (Enc EC) is rel-
atively high compared to those for the other components irsgstem model. Therefore, in this
particular work, we only considéframe Drop Type [i.e., intentional frame drop at the Encoder)
for active error-exploitation approachype Ilandlll remain as our future work.

Note also that we manage the video quality of service froemitibnal errors by utilizing
the features of error-resilient techniques. Error-restlivideo encoding techniques in general
incur overheads in terms of power consumption for extragssing and an increase in transmitted
data size for the redundancy. Fortunately, we can use a @deoding technique, PBPAIR [54],
which is not only error-resilient but also energy-efficiefurthermore, by dropping frames we
can reduce the transmitted data size compared to the dregimea-resilient video encoders.

Our error-aware video encoder is composed of two uaiter-injection unitanderror-
canceling unitas shown in Figure 4.4. Therror-injection unitcontrols errors for the purpose of
energy reduction, and thexror-canceling unitreduces the effects of the injected errors using an
energy-efficient and error-resilient video encoder. Ener Controller acts as arrror-injection

unit, taking into account the constraint (e.g., required videality) as well as the feedback from
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Figure 4.4: Error-Aware Video Encoder is composed of Emgeetion Unit and Error-Canceling
Unit with a Knob (Error Injection Rate)

the decoding side (e.g., decoded video quality) and fromntétevork (e.g., packet loss rate).
Furthermore, it intentionally injects the amount of erracsording to a new knob — error injection
rate (EIR), and generates the error-injected video datdustrated in Figure 4.4. Thé&rror
Controller also preprocesses parameters for the following video erdaderror-canceling unit
Finally, theError-Resilient Video Encodeacts as aerror-canceling unitand generates the error-
aware video data by encoding the error-injected video ddtia parameters in preparation for

downstream network packet losses as well as intentiongjieted errors.

4.3.3 EA-PBPAIR: An Error-Aware Video Encoder

We now presenEA-PBPAIR(Error-Aware PBPAIR), an approach that injects errors
intentionally by “Dropping Frames” as atror-injection unit and encodes video resiliently with
“PBPAIR” as anerror-canceling unitas shown in Figure 4.4 and detailed in Figure 4.5.

Dropping frames is one way of injecting errors intentiopalh this study, we consider a
simple frame dropping approach, PFD (Periodic Frame DrappiPFD periodically drops frames
according to EIR. For instance, PFD with 10% of EIR drops gvdth frame. PFD evenly dis-
tributes the effects of frame dropping on QoS over a videzastr. Note that error-exploiting frame
dropping does not need to consider the quality since thetguwéll be deliberately maintained by
the nature of error-resilient PBPAIR. Thus, error-exphgtframe dropping in EA-PBPAIR drops
any frames within the guaranteed error rate that the otigfB#AIR can manage. We show that

this simple strategy is effective in demonstrating our leexploiting approach. Intelligent frame
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dropping strategies can be used as well: these are topibistiime research.

We use PBPAIR as an error-resilient video encoder since Kial. §54] have demon-
strated its energy efficiency while maintaining video giyadind robustness against network packet
losses. PBPAIR takes two parameters as shown in Figure 4. fillst parameterpara, =
Error _Rateg indicates the current network status such as packet lbsgPa&R), and the second
parameter para, = Intra_T hreshold represents the level of error resilience requested. Te con
sider both injected errors and packet losses, EA-PBPAIlButatks the sum of EIR and PLR for
para, (para; = EIR + PLR as shown in Figure 4.5) while PBPAIR originally takes Pds$para;.

For instance, the first parametgrafa,) in EA-PBPAIR is set to 15% when EIR is 10% while PLR
in network is 5%.
Note that the active exploitation of errors is orthogonaP®PAIR and can be applied

to any error-resilient and energy-efficient video encodewhnique which adapts algorithmic pa-
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rameters according to the network status such as packetdtess Section 4.4.2.2 will demon-
strate the effectiveness of error aware video encodingsbitong active error exploitation with
different video encodings such as GOP and PGOP. PBPAIRtins®&re intra-MBs to increase
error-resilience, which may increase the encoded videdifile while it saves energy consump-
tion by avoiding the computation-intensive motion estigrat Thus, the large video file for error-
resilience can increase the transmission energy for datancmication. However, intentional
frame dropping can reduce this energy overhead, and thgyenensumption overhead of EA-
PBPAIR for data transmission is relatively small compacethe huge energy saving for the video
encoding.

Our error-aware video encoder saves energy consumptievana ways: i) intentional
frame dropping saves energy consumption since EA-PBPAIB skame encodings according to
EIR. ii) the energy consumption for video encoding is redusiice EA-PBPAIR adaptively in-
troduces the more intra-MBs instead of inter-MBs for eresilience due to the intentional frame
drops. iii) intentional frame dropping can reduce the eecbddeo file size, which propagates the

energy saving downstream to the Transmitter, the Receinereven the Decoder.

4.3.4 Adaptive EAVE

We note that a higher EIR increases the energy reductiomfimdéng but may decrease
the quality of service, if it is beyond a manageable pointdoor-resilient encoding. To keep
the QoS degradation minimal, our approach is able to cdnstne EIR based on the feedback
from the decoding side in a horizontal cross-layer manngurg 4.5 describes this adaptive EIR
feature in theError Controller. TheError Controller takes the quality constrai@. and sets the
initial error injection rateEIR,. Then it receives the feedback information sucfQasfrom the
decoding side an®LR from the network as shown in the feedback loop of Figure 4beled
QUALITY FEEDBACKandPACKET LOSS RATH Qs is less tharQ, the current EIR is bad in
terms of QoS, and so the EIR is decreased, and otherwisenitrisased (the flow of “Adaptive
EIR” in Figure 4.5). Based on EIR, the error injection modpé&iodically drops frames. Thus,
the Error Controller forwards the error-injected video data instead of the nabvideo data to
the Error Resilient Video Encodess shown in Figure 4.5. Andarg is delivered to the follow-

ing unit, theError Resilient Video Encodemvhich encodes the error-injected video data robust
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against the amount of errors indicated @aa;, with para selected by PBPAIR methodology.
Consequently, the encoded video data is now error-awateitiis cognizant of injected errors as
well as packet losses as illustrated in Figure 4.5. Thistadapideo encoder adjusts EIR to meet
the given quality constraint while minimizing the energynsomption. So we believe that our
adaptive approach can be effectively used to adjust ouoviaieoder under a dynamic network
environment in distributed embedded systems for maximeatggnreduction while ensuring the
given quality. Note that strategies for determining thedrencies of feedback (e.§); andPLR)

are beyond this work, and we assume that feedback chaneaisliable.

4.4 Effectiveness of EAVE

4.4.1 Experimental Setup

For interactive multimedia applications such as mobilewidonferencing in distributed
embedded systems, an end-to-end experimental systemwWmakiis a necessity since all compo-
nents in a distributed system work interactively and affagber components in terms of energy
consumption and performance. Thus, we evaluated EA-PBBAIRp of an end-to-end frame-
work as shown in Figure 4.6 consisting ofSgstem Prototypgt8] and NS2simulator [94] for
mobile embedded system and network simulation. $istem Prototypemulates a PDA (Per-

sonal Digital Assistant) and is detailed in our technicplore [48].
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Figure 4.6: Experimental Framework for Mobile Video Comrfgting System System Prototype
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The left side of Figure 4.6 shows the preprocessing steprendnpattern of frame drop-

60



ping is generated according to a current EIR. CPU power nwsnlvedeo encoder parameters,
network status (PLR), and quality constraint are inputSystem Prototypewvhere a video en-
coder compresses a video streé@ystem Prototypanalyzes the first set of results — Analysis 1 —
such as the energy consumption for encodiBgq EQ, and calculates the encoded size and the
encoding completion time of each video frame, which are fisedenerating the network traffic
in the following network simulation. Analysis 1 succinctgfows the CPU energy for encoding
at the sender. Nexi\S2simulates the generated network traffic with a set of configioms in-
cluding the network topology and WNI power values, and estirs the energy consumptiofix(
andRx EQ for WNIs — Analysis 2 — at Mobile 1 and Mobile 2 in our systemdabas shown
in Figure 4.3. Thus Analysis 2 captures the end-to-end miing effects, including those of the
transmitter and the receiver. Finally at the receiver, Sgetem Prototypdecodes the transmit-
ted video data based on generated packet losses and fravaé tamres fromNS2 and evaluates
the energy consumption for decodingec EQ and the video quality estimated in PSNR (Peak
Signal to Noise Ratio) in Analysis 3. Thus Analysis 3 capsuitee CPU energy for decoding at
the receiver (Power consumption numbers for CPU [44] and WA are configured as shown
in the tables on the right side of Figure 4.6). By combiningalysis 1, Analysis 2 and Analysis
3, we are able to estimate the entire end-to-end energygsafdn our proposed scheme. We now
present further details of our experimental framework.

UsingNS2 we simulate the network consisting of two IEEE 802.11 WLAM4reless
Local Area Network) and a wired network connecting them gsatied in Figure 4.6. Each WLAN
is composed of one access point (AP 1 or AP 2), and one mobiieaeléMobile 1 or Mobile 2).
We exclude the effects of traffic from other mobile stationghis study since they affect the
energy consumption of WNI in our mobile embedded systemste&d, we limit the data rate
of WNI, which constrains the encoded bit rate, and show kjlahe effects of the varying data
size generated by the Encoder. For the wireless conneatierset the data rate to be 1 Mbps,
considered to be an actual data rate [35, 78], and the lirds ldglay to be 25s. NS2generates
packet losses for a given PLR. Each encoded video frame ipesed of multiple packets if its
size is larger than MTU (Maximum Transfer Unit), which is KB in our simulation. A frame
is considered lost if any packet of the frame is lost through ietwork simulation. For each

scenario, we simulated more than 100 rundl8Rgenerated pseudo-random packet losses.
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Recall that our EA-PBPAIR approach combines PFD (Periodierie Dropping) with
an existing error-resilient video encoder, PBPAIR. PBPA#Res two parametergara; and
para. We setpara; (Error_Ratg as the sum of EIR and PLR. For comparisgara (In-
tra_Threshold is chosen for requested quality with the same compresdfaieacy as GOP-K
(Group-Of-Picture with K) [54]. In this study, GOP-K based H.263 [45] is defined as a stan-
dard video encoder, where K indicates the number of P-frdraggeen I-frames. In GOP-K, we
change K for resilience against the transmission erroretwark. For example, GOP-3 is se-
lected as a baseline resilient for 10% PLR according to [4h,As test video sequencesKIYO,
FOREMAN,and COASTGUARDN QCIF format (176<144 pixels) are used for our simulation
study, and they are typical streams with low activity, mediactivity, and high activity, respec-
tively. Note that all video encoders generate a compressedns at 5 fps (frames per second),
which is the maximal frame rate [48] for a typical mobile hhaaldl such as HP iPAQ h5555 [40],
and H.263 is designed for low data bandwidth [45, 78] suchdagops (kilobits per second). To
constrain the bandwidth, we consider that the bitrate isl§gskand frame rate is 5 fps, which

keeps the encoders from generating larger than 480 KB fofrad@es of test video sequences.

4.4.2 Experimental Results

We present four sets of results. First, we show the energyctieth due to active error
exploitation (Section 4.4.2.1). Second, the effectiver@@sactive error exploitation with different
video encoding techniques is demonstrated. Third, we detraig the expanded design space
allowing better exploration of tradeoff alternatives (@t 4.4.2.3). Finally, in Section 4.4.2.4,
we demonstrate the efficacy of our adaptive EA-PBPAIR apgrdhat maintains quality under

dynamic network conditions by incorporating feedback andhbality at the receiver end.

4.4.2.1 Energy Reduction from Active Error-Exploitation

To show the effectiveness of our proposed technique, thieekperiment evaluates EA-
PBPAIR with 10% EIR in comparison to GOP-3 considering 10%bR in network [15, 54].

Figure 4.7(a) shows the effectiveness of an error-explpitipproach on energy reduc-
tion. The plots present the normalized energy consumptiohtize video quality of EA-PBPAIR
to those of GOP-3, and clearly show that EA-PBPAIR is vergaffe compared to GOP-3 in
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Figure 4.7: Effects of Error Injection Rate on Energy Conptiom and Video Quality in EA-
PBPAIR compared to GOP-3 (PLR = 10%, FOREMAN 300 frames, Eadoding is constrained
with bandwidth)

terms of each category of energy consumption with slightigudegradation. Specifically, EA-
PBPAIR consumes 34% less energy than GOP-3 for encoding EENcsince it drops 10% of
video frames and compresses more macro-blocks with legensige intra encodings than predic-
tive encodings. In terms of energy consumption for transmgitvideo data (Tx EC), EA-PBPAIR
sends a similar amount of data within less time than GOP-3¢chwtesults in the slight energy
reduction. Thus, the energy consumption for the sourcéydimy Enc EC and Tx EC, is reduced
by 23% with EA-PBPAIR, at the cost of 4% quality degradatiorPISNR. Note that 1% quality
degradation indicates about 0.31 dB reduction from the PS&lie for GOP-3. At the desti-
nation, EA-PBPAIR reduces the energy consumption by 8%fferdecoding (Dec EC), which
mainly results from dropping 10% frames at the source. Nisie that more intra-encoded MB
results in more energy consumption for the decoding but 1@¥hé dropping compensates for
this effect. EA-PBPAIR saves the energy consumption forrdueiver (Rx EC) by 3% mainly
due to the smaller duration for receiving. The energy comion at the destination (Dec EC +
Rx EC) is reduced by 5%. These results are very effective @anggnreduction with respect to
all energy categories at the cost of slight quality degiadatvhich is an acceptable tradeoff for
power-hungry mobile embedded systems.
We now illustrate how EIR is effective as a knob to tradeo# tjuality for energy

reduction. To observe the effects of varying EIR on qualitd anergy consumption, our second
experiment compares EA-PBPAIR with GOP-3 by varying EIRTro% to 20%. Figure 4.7(b)

shows the normalized video quality and each energy consompt EA-PBPAIR to those of
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Figure 4.8: Energy Reduction and Quality Degradation of BEBOP compared to PGOP (PLR =
10%, EIR = 10%, Error rate is adjusted, FOREMAN 300 frames)

GOP-3. Since we adagiara, of PBPAIR to minimize the transmission overhead, the energy
consumption for the data transmission (Tx EC) of EA-PBPAIlBwarying EIR is close to or less
than that of GOP-3. With an increase of EIR, quality is stilmaged within an insignificant level
of quality degradation, and this quality management is ipdiecause of the error-resilient feature
of EA-PBPAIR. With 20% EIR, the loss of quality is 7% in PSNR. dummary, Figure 4.7(b)
clearly shows that increasing the EIR significantly savesrgnconsumption for encoding (Enc
EC), with a small reduction in energy for the decoding (Deqd.EIhce the portion of intra-MBs
for each frame is increasing for error resilience, the gneagpsumption for the decoding is higher
than GOP-3 with low EIR between 0% and 5%. However, with angase of EIR, the number of
frames to be decoded is decreasing and thus the energy cptisardecreases. With 20% EIR,
we obtain 45% energy reduction for encoding, and 17% rediudtir decoding at the cost of 7%

quality degradation.

4.4.2.2 Effectiveness of EAVE with different Video Encodigs

We compare our EA-PGOP to PGOP in terms of energy consumatidrvideo quality
as shown in Figure 4.8. For this experiment, PLR is consitlatel0% and PGOP is configured
with the number of refresh columns 3 resilient against 109R P16]. EA-PGOP is configured
with the number of columns 4 against 10% PLR and 10% EIR. Nuo&¢ the original PGOP
suggests 6 refresh columns per frame against 20% PLR buistastially increases the portion of
intra-MB and results in high energy consumption for the camimation. Indeed, our preliminary

experiments show that it incurs more than 20% energy ovdrf@maboth the transmission and
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Figure 4.9: Energy Reduction and Quality Degradation of GBP compared to GOP (PLR =
0%, EIR = 20%, Error rate is adjusted, FOREMAN 300 frames)

the receiving. To minimize the energy overhead for the comipation, we adjust the error rate
for error-resilient video encoding and set the number afsf columns as 4 rather than 6. This
adjustment is able to increase the amount of errors we egeicttentionally to save the energy
consumption, especially for the communication energy. ukeigd.8 shows that our EA-PGOP
saves the energy consumption for the encoding by 20% anchédécoding by 7% while it
incurs the energy consumption overhead for the transnmissidl for the receiving by about 3%,
as compared to PGOP. Thus, the source energy consumptieduisad by 11% at the cost of the
guality degradation by 4%, while the destination energyscomption is increased by only 2%.
This set of experiments demonstrates the effectivenesstioéarror exploitation in EA-PGOP in
terms of the energy consumption for the encoding at thetdligls of video quality.

Next we evaluate the effectiveness of active error exgloitaat a standard video en-
coding, GOP-K. We consider 0% PLR in the network and IP-ratiGOP-K is set to 15 (K = 15).
EA-GOP sets 20% EIR and itis configured to generate the siamteunt of video data to GOP-15
by adjusting error rate (about -15%). Thus, EA-GOP-10 isetd and the 20% amount of video
frames are dropped with PFD. Figure 4.9 shows that EA-GOBal8s the energy consumption
for the source by about 10% and the energy consumption fode¢kgnation by about 1% at the
cost of 4% video quality degradation. So this set of expemisielemonstrates the effectiveness
of active error exploitation with a standard video encodingh as GOP-K in terms of the energy
consumption at the slight degradation of the QoS.

In summary, these experiments clearly demonstrate thetiwtfaess of our error-aware
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Figure 4.10: Extended Tradeoff Space between Video Quatity Energy Consumption by EA-
PBPAIR in comparison to GOP-8 and PBPAIR (EIR = 0% to 50%, PL®% FOREMAN 300
frames, Each encoding is constrained with bandwidth)

video encoding, EAVE, in terms of the energy consumptionrbagibg off the video quality in

several video encoding techniques.

4.4.2.3 Extended Energy/QoS tradeoff

To show the effectiveness of EA-PBPAIR on extending thedofidspace between en-
ergy consumption and QoS, we performed simulations by ngrifie EIR and the error resilience
(parap). We increase the EIR at the Encoder from 0% up to 50% in 1%&ments angbara, from
0% to 100% in 10% increments, and observe the effects on #gmgeonsumption and quality.

Figure 4.10(a) plots the energy consumption at the souneeES) vs. quality of EA-
PBPAIR compared to PBPAIR and GOP-8 for 300 frames of a téstréam,FOREMAN and
clearly shows that design space of EA-PBPAIR is much larger more effective than those
of PBPAIR and GOP-8. As compared to PBPAIR, the tradeoff spdEA-PBPAIR subsumes
all spaces for PBPAIR since indeed EA-PBPAIR with 0% of EIRPBPAIR. As compared to
GOP-8, EA-PBPAIR generates a better design space in terthe @nergy consumption without
losing video quality, and presents even better video quaiith less energy consumption. Further,
relaxing the quality requirement (such as 10% QoS degm@uatompared to GOP-8 increases
the energy reduction at the source by up to 49%. Thus, EA-PBRAry effectively expands the
design space between the source energy consumption araqudéty by exploiting intentional

errors. Figure 4.10(b) depicts the tradeoff space betweeartergy consumption at the destination
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Table 4.1: Energy Reduction at the Cost of Video Quality

(@) Energy Saving at Sourde(b) Energy Saving at Destination
\ QoS Degradation 0% 5% 10% 0% 5% 10%
AKIYO 49% 51% 51% 9% 22% 28%
FOREMAN 37% 48% 49% 3% 10% 11%
COASTGUARD 13% 15% 26% 1% 4% 9%

(Dst EC) and the video quality, and clearly shows that EA-RIBPgreatly extends the spaces
explored by PBPAIR and GOP-8. However, the energy savirfieadéstination using EA-PBPAIR
is less effective than that at the source since the resdieqproach encodes more intra-MBs,
which decreases the energy saving resulting from the iotdterror injection. Even then, EA-
PBPAIR can save the energy consumption by 3% without losio§ @ompared to GOP-8.
Simulations for different video streams such/easlYO and COASTGUARIpresented
similar results, i.e., the error exploiting video encodisgrery effective to extend the tradeoff
space between the energy consumption and the video quatitgldtailed in our technical re-
port [48]). Table 4.1 summarizes how much energy can be saitbdEA-PBPAIR based on
these profiled experiments at the cost of quality, and glesltbws that EA-PBPAIR is very ef-
fective in terms of energy reduction, especially in termghaf energy reduction at the source.
While EA-PBPAIR achieved energy saving by up to 49% at the®without quality degra-
dation forAKIYQ, a smaller amount of energy reduction (13%) is observedCfoASTGUARD
A video clip with low activity such asAKIYO increases the energy reduction more effectively
while minimizing the quality loss. These results are beea@lslYOhas high correlation between
frames, and thus it helps EA-PBPAIR drop as many frames asitpeswithin the given quality
constraint. On the other hand, in bitstreams with high agtsuch asCOASTGUARDdropped
frames can propagate errors dramatically due to high atimel among consecutive frames in
COASTGUARzompared tAAKIYOandFOREMAN Thus, dropping frames in bitstreams with
high activity requires additional strategies to obtain fimther energy reduction while ensuring

the quality requirement.
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Figure 4.11: Adaptive EA-PBPAIR Robust to Varying PLR unBgmnamic Network Status

4.4.2.4 Adaptive EA-PBPAIR: Ensuring Quality under Dynamic Network Status

To show the effectiveness of our adaptive EA-PBPAIR by upddEIR, we model a dy-
namic network and compare adaptive EA-PBPAIR to static BRRIR (i.e., EA-PBPAIR with
a fixed EIR). For this experiment, PLR begins with 20% and eleees by 5% every 20 runs and
after 5% PLR it increases by 5% until it reaches 15%. Each amtuces 300 frames of video en-
coding. The horizontal axis in Figure 4.11 represents temario with varying PLR. The quality
constraint is set to 29.6 dB in PSNR, which is about 10% qued#gradation from GOP-3 without
any errors and losses. Static EA-PBPAIR encodes the vidieovdth a fixed EIR = 30% (since
30% EIR degrades the video quality significantly in some dyiganetwork situations as shown in
Figure 4.11(a)) while adaptive EA-PBPAIR starting with 38R and updates it according to the
guality feedback. Figure 4.11(a) draws the PSNR valuesdaptive EA-PBPAIR in comparison
to static EA-PBPAIR, and shows that the delivered qualitgadptive EA-PBPAIR is consistently
better than that of static EA-PBPAIR. EA-PBPAIR adapts tie &ccording to the feedback with
respect to the video quality as shown in Figure 4.11(b). Tigoirtant observation we can make
from Figure 4.11 is that adaptive EA-PBPAIR can adjust ElRaiyically to keep the quality
considering the minimal energy consumption. In conclusibis EIR adaptive technique with
EA-PBPAIR adjusts the quality of service based on the feekifar mobile video applications in

distributed embedded systems while minimizing the eneamsoemption.
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Figure 4.12: Cross-Layer Error-Exploitation — EAVE maxlimaxploits the energy efficiency
and error resilience of previously proposed video encalimgintentionally injecting errors for
resource-constrained embedded systems

4.5 Summary

Mobile video applications pose significant challenges fdtdyy-constrained embedded
systems due to high processing power for compression #igwsiand transmission of a large
volume of video data. Fortunately, video applications ratie errors inherently, and we exploit
this error tolerance of video data for the purpose of theggnexduction. Active error exploitation
— intentional frame dropping together with error-resitigileo encoding — can achieve significant
energy gains while ensuring satisfactory video quality. pissent a new approach where errors
can be intentionally injected to balance the dual goals efggnefficiency and satisfactory QoS.

Figure 4.12 shows the outline of our cross-layer error-awateo encoding to tradeoff
the video quality for the system energy reduction in ressiliroited embedded systems. We have
developed a new knob, EIR or Error Injection Rate, and aetiver exploitation composing Error
Controller at the middleware layer and Error Resilient \didencoding at the application layer.
Also in the middleware layer, the feedback mechanism monitwe delivered video quality by
communicating the decoding side and enables the Error Qlartto adjust the error rate to an
error-resilient video encoding at the application layeswiNan error-resilient video encoding takes
into account not only network errors but also active (intardl) errors, and thus is able to provide

both the network error resilience and the active errorigggie as shown in Figure 4.12. This
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active error exploitation eventually reduces the energysumption at the hardware layer such as
CPU and WNI energy savings.

In this chapter, we demonstrated our cross-layer apprda@lE, in two phases for
video conferencing applications running on resourcetéthimobile systems. First, we presented
EA-PBPAIR that combines an error-resilient video encoB&RAIR) with intentional frame drop-
ping to significantly reduce the energy consumption for thigre encoding-decoding path of the
video conferencing application. We also presented thewfemess of EAVE by exploiting errors
intentionally with different video encodings such as PG@R &OP. Our experiments demon-
strated that the active error exploitation of EA-PBPAIRal$ system designers to consider larger
tradeoff spaces than previous approaches: GOP and PBPAtReF, we proposed an adaptive
EA-PBPAIR by controlling a new knob EIR in order to satisfettielivered quality based on the

feedback under the dynamic network status.
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Chapter 5

Cooperative Cross-layer Protection

5.1 Motivation

As described in earlier chapters, combating soft errorsadem mobile multimedia de-
vices is extremely challenging, owing to the multi-dimemsil design requirements. Traditional
reliability techniques attempt to provide the entire “fix’ane level, e.g., error correction codes
(ECC) at the hardware level, packet retransmission at theank level, and triple modular re-
dundancy (TMR) at the component level, and consequentlg katremely high overheads. For
example, trying to correct all the errors in hardware itsetjuires data encoding using an ECC
scheme, which incurs very high power and performance oaedheFor instance, implementing
an ECC-based scheme raises access time by up to 95% [70]aed gansumption by up to 22%
[95] in the caches. Clearly such high overheads are not tatzlepfor mobile embedded devices
(such as PDAS) as they are extremely sensitive to the powdgrmance, and cost overheads.

Cross-layer techniques distribute the functionality asrdifferent design abstraction
layers and exploit the best features of each layer, with da gf achieving flexible and efficient
design solutions. Cross-layer approaches for multimeaie lbeen used in a variety of previous
contexts primarily for power and QoS. For instance, GRACE [B0] deploys cross-layer meth-
ods for maximizing power reduction with the satisfactorySQ@®YNAMO [23, 31, 83, 82] pro-
poses a proxy-based middleware approach for trading offovidoS and power; and xTune [53]
performs cross-layer online timing-QoS verification atpinexy server. Unlike these approaches,
our focus is to provide a cross-layer strategy for achievatigbility, and trading off reliability for

power/QoS in mobile devices. Our goal is to coordinate agpgites among abstraction layers to
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Figure 5.1: Overview of our proposal, CC-PROTECT

find the best cross-layered scheme that achieves the mavefizddility with minimal overheads.
Integrating approaches unaware of interactions among t@wss layers is not efficient since
there exist conflicts among them with respect to multiplepprties, and also it may cause over-
protection or under-protection. For example, protectilhgata in memory systems is an overkill
in multimedia applications since we may not need to protegitimedia data that do not cause
failures in general [65].

In this Chapter, we present CC-PROTECT (Cooperative, Gley&s Protection); Fig-
ure 5.1 shows the outline of our proposal with cross-layesgectives. We observe that error
detection is much cheaper than error correction in hardwarerefore, we perform only error
detection in hardware using error detection codes (EDCpfeviously presented PPC (Partially
Protected Cache) [65]. For automated recovery of the dmtesmtrors, we deploy error recovery
solutions in the middleware. Traditionally, on receivingexroneous frame, the middleware will
request re-transmission of the frame. We call this schBamkward Error Recovery (BER
contrast, @rop and Forward Recovery (DFR)echanism drops the erroneous frame, and recon-
structs it by using data from adjacent frames [121] (Sedi@2). While BER can result in signif-
icant power and performance overhead, DFR can result infisignt loss in QoS. Therefore, we
present and explore hybrid approaches of using DFR and BEBHieve low overheads in power
and performance without much loss in QoS (Section 5.4) hHeamore, we exploit an error-aware
video encoding technique at the application layer to imerthe QoS based on Probability-Based
Power Aware Intra Refresh or PBPAIR [54] (Section 5.3.3)r Goss-layer approach is also able

to exploit specialized microarchitectural features fdiatslity (e.g., a Partially Protected Cache
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or PPC) in a seamless manner (Section 5.3.1). We show tkatrttss-layered approach is effec-
tive in increasing the reliability of common multimediaedms (and simultaneously improving
performance and reducing energy consumption), with mihgmality degradation as compared

to a low-level hardware-based error correction schemeti(®es.5.2).

5.2 A Cross-Layer Approach to Support Reliability and QoS

5.2.1 System Model and Problem Definition

In the previous section, we argued the increasing need lability in mobile appli-
cations. It is well understood that mobile multimedia apgtions such as video streaming and
conferencing applications have soft real-time constsaam data delivery. Missing deadlines in
video streaming applications results in service delay ascket losses that degrade the video
quality. In practice, such degradation (when perceivalsdlegdcceptable to some extent by end-
users based on the nature of the application. While we caloiexpe soft real-time nature of
these applications and their tolerance to slight qualityraéation, our ability to do so is already
limited in the mobile execution environment that is reseuconstrained (limited buffering and
battery, error-prone networks, etc).

Techniques have been developed to enable QoS in multimpgigaions executing in
error-prone networks. Error-resilient video encodinghtéques enable adaptive encoding of in-
formation based on knowledge of network conditions [16, B¢]plications may also selectively
tag data with their level of importance; in-network meclsams use the tags to selectively drop
information when system or network conditions change. Nudéthese techniques aim to protect
the multimedia content that flows through error-prone netao\We refer to this multimedia con-
tent asexternal datai.e., the payload on which the application is executed.olmrmast ,nternal
datais defined as data, program code, etc. residing inside thélembdwice during the process
of execution and representing the programs/data that mggéthe application functionality, e.g.,
the video codec and associated data/variables.

The key observation is that while errors in external date (upacket losses etc.) only
cause quality degradation of the multimedia stream, emndrdernal data may cause not only QoS

degradation but also system failures. In particular, defexiuced at the hardware layer, e.g., soft
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errors in data caches, manifest themselves differenthyoagared to network errors on external
data. In general, errors on internal data, especially otralodata or program variables, can result
in system crashes, infinite loops, and memory segmentadidtsf- leading to application failures.

Hardware error-protection techniques can be designedtegirinternal data from hard-
ware failures. Traditional protection technigues such ls&RTand ECC [96] implemented at the
hardware layer to combat such transient errors incur sagmfi overheads in terms of power,
performance, and cost. For example, PPC (Partially PexdeCtaches) [65] utilizes knowledge of
content and device hardware capabilities to selectivelgetritical data in more reliable hardware
(e.g., a protected cache), but it still incurs overheadsowfgr and performance at the protected
cache ina PPC.

In this chapter, our goal is to exploit the limited error tallece of mobile multimedia
applications to enhance their reliability to hardwareeletfaults” without creating an adverse
impact on power and performance profile at the device leveharificing application QoSNe
believe that addressing such power, performance, relighiind QoS tradeoffs in the presence
of hardware faults requires a cross-layer approaétirstly, we need to develop an understanding
of how errors occur at the various layers and understandirgxisnechanisms that have been
developed to avert errors. This will then enable us to daterrwhen "errors” become "failures”
and how "failures” manifest themselves at various systgrarka We can then design appropriate
schemes at different layers to prevent/bypass specifirrésiland detect/recover from them.

Table 5.1 presents different error models and error costthemes at the application
and hardware abstraction layers in a mobile multimediaesysBYy being aware of error specifics
and error control schemes, we expect that systems can bgnddsin a cross-layered manner

for obtaining low-cost reliability while maintaining thed3. A closer look at Table 5.1 reveals

Table 5.1: Error models and error control schemes at difteabstraction layers

‘ Abstraction LayerH Application Layer ‘ Hardware Layer ‘
Error Model || Packet Losses Soft Errors
Data Perspectivel| External Data Internal Data
uality Degradation uality Degradation
Impacts Quality Deg Quality Deg

andSystem Failure

Error-Resilience, Triple Modular Redundancy,

Error-Concealment, etc| Error Correction Codes, etc
Error Metric || Packet Loss Rate (%) | Soft Error Rate (FIT?)

aF|T (Failures In Time): the number of failures in%L6peration hours

Protection
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that while errors occur dynamically and in a transient fashtechniques to combat these errors
may be static or dynamic. For instance, the PPC approachcosegiler-assisted techniques to
statically tag data; the operating system uses the tagsainel to stage the data appropriately
into a protected cache. Expensive error correcting cod€jE@chanisms are then employed on
the protected data cache to ensure the reliability of infdiom stored in the caché@respective

of whether the error rate is high or lanDynamic schemes periodically checkpoint memory state
and use knowledge of current error levels, captured viadfieesror rate (SER) metric, to trigger
rollback to the checkpoints. Given the dynamic nature oftiméldia data and real-time needs
of multimedia applications, this approach as a sole methatkal with soft errors requires very

frequent checkpointing and is hence impractical.

5.2.2 Related Work

Existing work already demonstrates the effectivenessasgszfayer methods for mobile
multimedia as opposed to schemes isolated at a single etistréayer [53, 83, 82, 130]. Yuan et
al. [129] proposed an energy-efficient real-time sched@®ACE-OS) based on statistical distri-
bution of application cycle demands, and presented a pedatdltage scaling algorithm [130] to
coordinate adaptation of multimedia applications and Cééds for mobile multimedia systems.
Mohapatra et al. [83] presented an integrated power managaechnique considering hardware-
level power optimization and middleware-level adaptatiorminimize the energy consumption
while maintaining user experience of video quality in mebildeo applications. Recently, Kim
et al. [53] proposed a unified framework that allows coorttidanteractions among sub-layer op-
timizers through constraint refinement in a compositiomaks-layer manner to tune the system
parameters.

Cross-layer methods in the OSI (Open Systems Intercomm@atéference model have
been widely investigated as a promising optimization téolsfficiently reduce the transmission
energy consumption in wireless multimedia communicatighsl17, 118]. Vuran et al. [118]
presented a cross-layer methodology to analyze erroral@uinemes with respect to transmission
power and end-to-end latency, especially impacts of rgutimedium access, and physical levels in
wireless sensor networks. Schaar et al. [117] proposeashegmss-layer approach of application-

layer packetization and MAC-layer retransmission styatemd developed on-the-fly adaptive
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algorithms to improve the video quality under the bandwigltitl delay constraints for wireless
multimedia transmission. Bajic [7] developed cross-lagmor control schemes considering joint
source rate selection and power management for wireless viullticast.

Our work presented in this chapter is novel in two respedtst,ve address a broader
notion of reliability than has been explored for errortiesi multimedia applications by specifi-
cally focusing on hardware induced defects (soft errorg)their impacts. As illustrated earlier,
this issue is a leading concern for embedded architectdtée duture. Secondly, we present how
to exploit the cross-layer methodology to activate errartic schemes at one abstraction layer

to combat errors at a different abstraction layer.

5.2.3 Cooperative Cross-Layer Approach

We conjecture that a dual pronged approach is needed tdieflgcaddress the afore-
mentioned tradeoffs among power, performance, relighiind QoS. Firstlyerror-awareness
is critical to selectively trigger reliability mechanismaden errors occur - this can be achieved
through suitable monitoring mechanisms that determineivirare errors (that can potentially
cause failures). Secondly, the monitored errors are uskildo intelligent compositions of error-
protection schemes across layers usingperative, cross-layeschemes. Specifically, we focus
on transient hardware errors (soft errors), i.e., they ddmmediatelycause a permanent failure
of the system. To create error-awareness, we consider ¢éisempre of inexpensive error detection
mechanisms for soft error detection - these schemes geresaiutput the soft error rate (SER),
which is translated into an error rate for error control subs described in Section 4.2.2. Hence,
our problem is to develop cross-layer methods that, giveradyc soft error rates, are capable
of: (i) minimizing the overheads of power and performanii® satisfying the QoS requirement,
and (iii) achieving the same level of fault tolerance asitiaoll error protection techniques. In
particular, we investigate techniques to exploit err@ilient video encoding mechanisms (at the
application layer) and selective recovery mechanismsli@bpt the middleware layer) to reset
potentially harmful data in memory (at the hardware layer).

Toillustrate and evaluate our cooperative cross-layeraguh, we consider a simplified
system consisting of a video encoding application and ackthe as shown in Figure 5.2. Video

encoding can berror-proneor error-resilient a data cache can leeror-proneor error-protected
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Figure 5.2: System Model - Mobile Video Encoding System

Different compositions vary with respect to overall penfiance, power, reliability, and QoS. For
example, error-prone video encoding executing on an @name data cache suffers from high
failures due to no protection at data cache against softserAmlding error-protected data caches
improves the video quality as well as the reliability, hoeeit incurs high overheads in terms of
power and performance. Error-resilient video encodingroareor-prone data cache may increase
the video quality due to the feature of error resilience,failto increase the reliability. An error-
resilient video encoding running on an error-protecteé dathe is possibly of over-protection on
the QoS and it incurs high overheads due to expensive piatect

Given the ability to support error-awareness through Igpsiesive error detection codes

based schemes, our strategy is to use the information on §HERe(ror rate) to

1. bypass potential failures by triggering error recovergchanisms which reinitialize the

erroneous data cache, and

2. reinforce application data using error-resilient efeganechanisms by translating the SER
into the input metric of the encoding algorithm (being cdesed as the network packet loss

rate).

In other words, awareness of micro-level errors (i.e., toirs) is translated into policies that have
macro-level impacts in terms of execution failure, perfante, energy consumption, and QoS.
In particular, we explore a Drop and Forward Recovery (DFREn@nism (shown in
Figure 5.4(c)) that drops a current encoding frame and mfovesard to the next frame once an
error is detected in a mobile video encoding system. The DEBhamnism works effectively with
an EDC scheme to improve power and performance significavtiife increasing reliability as

well. As discussed, EDC is much less expensive than ECC pi®2paerheads due to checkpoints
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Figure 5.3: CC-PROTECT (Cooperative Cross-layer Praiaft- mitigating hardware defects
with minimal costs by using error-resilience and a Drop aooiWard Recovery (DFR) in a video
encoding

are negligible [126] while EDC can be as immune to soft erasr&CC with respect to reliability.
Further, dropping an erroneous frame potentially imprgvedormance and energy reduction
since it skips expensive processing algorithms for engptlie frame.

However, just using DFR-based mechanisms can result irwvigelity degradation
since erroneous frames are actually dropped. To some exttese errors can be recovered by
wisely injecting error-resilience at the application laydo enhance QoS, we also explore the
selective use between DFR and Backward Error Recovery (BigRhanism that rolls backward

and re-encodes the current frame once an error is detectbas in Figure 5.4(b).
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5.3 Cooperative Cross-Layer Protection (CC-PROTECT)

In this Section, we present CC-PROTECT - a middleware draggoroach for cooper-
ative composition of cross-layer strategies to suppodraesilience. Figure 5.3 illustrates our
CC-PROTECT scheme which exploits the error-resilienceidéw encoding along with DFR-
based error recovery mechanisms to mitigate the impactsfoéisors at the hardware layer.

We instantiate two specific strategies for error recovery emor-resilience within CC-
PROTECT. The specific error metric we use and evaluate irctiapter is soft error rate (SER).
First, to mitigate the impact of soft errors on the video dyalve exploit a power-aware error-
resilient video encoding technique, PBPAIR [54]. We présesimple, intuitive, and effective
translation of SER into frame loss rate (FLR) used in turnieyerror-resilient PBPAIR. Next, we
exploit our prior work (partially protected caches or PP&]]&o design a naive DFR mechanism.
Using information captured in the middleware, we then extidre naive mechanism to achieve a

balance between DFR and BER in Section 5.4.

5.3.1 Error Detection at Hardware

A PPC architecture consists of two caches at the same levakafory hierarchy for
unequal data protection — we refer to them as the unprotexztiele and the protected cache.
Typically, hardware-based ECC techniques are applied empthtected cache. In our design,
the protected cache is equipped with an EDC that only degzotss and hence improves power
and performance as compared to an ECC-equipped cache [fi2g Bultimedia data itself does
not cause a system failure [65], multimedia data is exposexbft errors by being mapped into
the unprotected cache in a PPC. And the rest of data is mapfeethe protected cache in a PPC.
Mapping data into two caches in a PPC is managed by the apggtstem as shown in Figure 5.3.
To correct an error, we use a drop and forward recovery at itidleware layer. Thus, the error
detection in the protected cache will be reported to the tewiare, and mitigation technique will
handle it as shown in Figure 5.3. Also, to manage the quabtyradation due to frame drops
induced by soft errors on control data in the protected casbf error rate is informed to the
middleware as shown in Figure 5.3. Now CC-PROTECT implesém data protection using a

PPC with an EDC scheme at the minimal costs of performanceawdr at the hardware layer.
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5.3.2 Drop and Forward Recovery at Middleware

Soft error rates, obtained by error detection techniquéiseahardware layer, are com-

municated to the middleware as shown in Figure 5.3. The revdalle then:
1. monitors errors, and maintains execution histories aselvquality information,

2. translates SER values to corresponding metrics usedhgy pblicies (frame loss rate or

FLR in our case),

3. initiates DFR/BER policies (discussed later) to avoid bypass potential hardware failures,

and

4. adaptively fortifies multimedia content when hardwanemr occur by triggering error-

resilient encoding at the application layer.

Traditional error recovery techniques can be classified Fairward Error Recovery
or FER (e.g., ECC) and Backward Error Recovery or BER (e.ggdkpoints) [96] according
to when an error is recovered as shown in Figure 5.4(a) andré&i§.4(b), respectively. We
explore the use of Drop and Forward Recovery or DFR (See &igu(c)) that combines error
detection mechanisms with checkpoints to discontinue ggsing of the current frame and to
initiate processing of the next checkpointed frame.

Our objective is to apply DFR techniques on a cache archite¢hat uses a PPC (par-
tially protected cache). We first present a naive implentemacf DFR in the PPC architecture.
Here, checkpoints are taken just before the starting dparathere each frami is encoded (sim-
ilar to BER). The only difference is that DFR must save thaineqgl values for the next encoding
frame (frameK + 1) in Figure 5.4(c). Whenever an error is detected on thetf{ghrdata in the
protected data cache by the EDC mechanism in a PPC, contetitefmext frame encoding is
loaded into the protected data cache with the help of theatipgrsystem averting a memory-
based system failure. The expectation is that generallpradrdrop induced by DFR does not
cause a significant quality loss mainly due to the inherawirdolerance of video data [63]. First,
we exploit the error-resilient video encoding techniqueettover the possible degradation of the
quality due to frame drops. We next discuss extensions tmdne DFR scheme to overcome

guality losses when they occur.
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and moves forward to the next frame in case of a
frame-based multimedia processing

Figure 5.4: Error Recovery Mechanisms

5.3.3 Error-Resilient Video Encoding at Application

Error-resilient video encoding techniques have been dpeel to reduce the impact
of transmission errors, e.g., packet losses, on the videditgyl6, 54, 123]. The PBPAIR
(Probability-Based Power Aware Intra Refresh) technigh] pddresses the tradeoff between
energy-efficiency and compression-efficiency based omdivewledge of network errors. PB-
PAIR is designed to increase the compression efficiencyta@ecrease the encoded file size, at
stable network status, and to decrease compression effydmnincreasing the number of intra-
coded macro-blocks in the video when the packet loss ratiglis inherently, PBPAIR is energy-
efficient (especially when packet loss rates are higher)aatagtive (since its resilience can be
adjusted for various packet loss rates). PBPAIR takes twanpaters -Packet Loss Rate (PLR)
andIntra_Threshold PLR indicates the anticipated error rate in the networklatd_Threshold
can be adjusted given the user expectation of the qualitymdke use of PBPAIR, our cross-

layer approach converts SER for PLR, and selects Ihimaeshold using the original method in
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PBPAIR. We present a simple conversion for SER. First, thaber of soft errorsNsg, during

the execution of one frame encoding is calculatebl@s— S.achex Ninst X Rse WhereS;acheis the

size of a cache in KBNing; is the number of instructions for one frame encoding, Reglis an

SER per instruction per KBNsg value is then converted to a percent value and used as a FLR
(Frame Loss Rate) in our study. For exampleSifneis 32, Ninst is 1, andRgg is 10719, then

Nse becomes 0.32. So FLR is 32%. Note that FLR becomes 10084xifs larger than 1. Now,
PBPAIR can generate the compressed video data resilieirisagae packet losses in networks

(PLR) as well as against the soft errors at the hardware [@tdR) as shown in Figure 5.3.

5.4 Intelligent Selective Algorithms

In a naive DFR approach, any single soft error at the hardeger causes a frame
drop whenever it occurs at the control data (hon-multimetfita). However, naive DFR can
significantly degrade the quality in case of consecutiven&alrops. To prevent this result, we
present a family of intelligent schemes to select a poliey balances DFR and BER based on the

useful information at the mobile device.

JOINT _.DFR/BER(AIgo)

01: policy=DFR

02: switch (Algo)

03: caseSLACK: //Slack-Aware DFR/BER
04: Telapsed= Terror — Tk

05: Tthreshold= SX TaceT

06: if (Tetapsed< Tthreshold

07: policy=BER

08: endlf

09: break;

10: caseFRAME: //Frame-Aware DFR/BER
11: Fimportance= €stimatelmportande
12: if (Fimportance™ Fhreshold

13: policy=BER

14: endlf

15:  break;

16: caseQoS: //QoS-Aware DFR/BER
17: _chrrem = calcPSNR)
18: if (Qcurrent < Qthreshold

19: policy=BER
20: endlf
21: break;

22: endSwitch
23: return policy

Figure 5.5: Intelligent Selective Schemes
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Slack-Aware DFR/BER

The main problem with BER is its inability to guarantee defivof multimedia service
in real-time. However, if the remaining time to reach theddie& is enough to re-encode the video
frame when an error is detected, we can apply BER rather tik@hOr the quality improvement.
Since the encoding time is varying from frame to frame and hard to measure the remaining
time accurately, our scheme presents a knob to select aypmdiged on the elapsed time with
ACET (Average Case Execution Time) as shown in Figure 5.5.kQab, S indicates the portion
of ACET, TaceT, that the system can endure. Thus, SA-DFR/BER (Slack-AR&R/BER) se-
lects BER (Lines 04-08) as shown in Figure 5.5 if the elapsad from the starting of the frame
K encoding to the time of error occurren®Rjapsed= Terror — Tk, iS Smaller than given threshold
time, Tihreshold = SX TaceT. Otherwise, SA-DFR/BER selects DFR. For exampl& # 0.2 and
TaceT = 100,000 cycles;inresholdPecomes 20,000 cycles. Thus, an error occurring befor@®@0,0
cycles from the starting of the current frame encoding tssnIBER. The higheBvalue increases
the probability of BER policy to be selected, and thus impsothe video quality while incurring
more performance and power overheads due to rolling backvesmovery. Indeed, the infinite
value ofSalways results in a BER policy and the zero valu&adbes a DFR policy.

Frame-Aware DFR/BER

Each frame has a different impact on the video quality. Fangle, |-frames are con-
sidered more important than P-frames with the perspecfitleeovideo quality [16, 54]. Thus, if
a frame in which a soft error is detected is important in teofthe video quality, FA-DFR/BER
(Frame-Aware DFR/BER) rolls back and encodes this framég@ER) to minimize the qual-
ity loss (Lines 11-14) as shown in Figure 5.5. Otherwisefaipd the current frame and moves
forward to the next frame (DFR). Based on available inforamatait the mobile device, the im-
portance of a frame can be decided in several ways. The frgpeesuch as I-frame or P-frame
is one example, and any I-frame will be encoded eventualty na soft error is detected. An-
other information such as recovery history, e.g., whethemprevious frame has been dropped or
not due to a soft error, can be used to decide a policy. If teeipus frame was dropped, FA-
DFR/BER prevents the current frame from being dropped dimeeonsecutive frame drops may
degrade the video quality significantly. Also, the diffezerbetween two consecutive frames can

be used to estimate the importance of a frame in terms of ttepwjuality. The intuition behind
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this approach is that the larger difference between twodsamdicates the higher impact on the
video quality if the current frame is lost. Thus, if the diface between them is larger than given
threshold value FA-DFR/BER selects BER. Otherwise, DFRelected. Our approach exploits
the difference between consecutive frames to determinenppertance of frames.

QoS-Aware DFR/BER

The potential problem with a DFR mechanism is the significegradation of the QoS
due to several frame drops. Thus, QA-DFR/BER (QoS-Aware BER) selects BER when the
delivered QoS is unsatisfactory with the QoS requiremehg durrent quality valueQcurrent, for
frames that have been encoded so far can be calculated aittiod encoding of each frame. QA-
DFR/BER selects BER for the erroneous fram@dfirrent is worse tharQinresholg given threshold
QoS value (Lines 17-20) as shown in Figure 5.5. Otherwised#fault policy, DFR, is selected.
The delivered QoS to the decoding end is also important lisitegproach considering transmis-

sion errors is a future work of this thesis.

5.5 Effectiveness of CC-PROTECT

5.5.1 Experimental Setup
5.5.1.1 System Compositions

To demonstrate the effectiveness of our cooperative, 4ay8s scheme to combat soft

errors, we develop 5 system compositions, shown in Table 5.2

1. BASE: This is the default composition, which does not provide amgredetection and/or
correction. In this composition, we use GOP (Group of P&twideo encoding [16]. For
GORP, the first frame is encoded as an I-frame and the otheefame encoded as P-frames,
and the quantization scale is set to 10. The middleware aarhtipg system are unaware
of soft errors, and hardware has a unified unprotected cdASE composition does not
incur overheads for protection in terms of power and perforoe, but suffers from high
failure rates and low multimedia quality due to no protattm internal data from hardware

defects.

2. HW-PROTECT: In this composition, all error detection and correction previded in

hardware. This is implemented through the use of Error €tme Code (ECC) in Partially
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Table 5.2: System Compositions - Our CC-PROTECT is a midaitevdriven, cooperative approach aware of hardware &slur

System Compositions with respect to Error Resilience

Abstraction Layers| BASE |  HW-PROTECT | APP-PROTECT | MULTI-PROTECT | CC-PROTECT
L GOP GOP PBPAIR PBPAIR PBPAIR
Application (error-prone) (error-prone) (error-resilient) (error-resilient) (error-resilient)
oMonitor network errors | oMonitor network errors | oMonitor network errors
& Inform PBPAIR of PLR | & Inform PBPAIR of PLR | & Inform PBPAIR of PLR
) eTranslate SER
Middleware None None «Trigger Selective DFR
(Drive cache update
& Inform PBPAIR)
. oMap pages to a PPC oMap pagesto a PPC oMap pages to a PPC
Operating System None None eMonitor soft errors
Unprotected Cach¢  PPC with ECC Unprotected Cache PPC with ECC PPC with“EDC”

Hardware

(error-prone)

(error-protected)

(error-prone)

(error-protected)

(error-protected)




Protected Caches [65]. As compared to protecting the wtaatke; PPCs provide efficient
reliability by just protecting the non-multimedia data iitm| data) against soft errors. This
composition presents a low failure rate and high QoS, asiepts at the hardware level.

However, it incurs overheads in terms of power and perfonaatue to an ECC scheme.

. APP-PROTECT: Inthis composition, all error detection and correction@evided in the

application. For this, we use error-resilient video enngdPBPAIR [54]. We set the PLR
parameter in PBPAIR to 0% to isolate the effects of soft erfimm those of network packet
losses. Intrarhreshold is selected through the original method of PBP#®IBenerate the
similar size of the compressed video as GOP to ensure a faipadson with respect to the

transmission cost.

. MULTI-PROTECT: In this composition, error correction is provided at alldess We
use error-resilient video encoding (PBPAIR) and a protéciache (a PPC with an ECC
scheme). It implements both error-resilience at the agfitin layer and an ECC scheme at

the hardware layer.

. CC-PROTECT: This is our proposed composition, in which we exploit emesilient
video encoding PBPAIR and PPC with an EDC scheme, and it stgopuddleware-driven
mechanisms aware of soft errors such as translating SERBAMR and triggering a hybrid

scheme of DFR and BER.

Within our proposed composition, we study various selectithemes such as:

¢ Naive DFR - always triggers a DFR mechanism.

Naive BER - always triggers a BER mechanism.

No DFR/BER - never triggers a DFR or BER mechanism.

Random DFR/BER - randomly triggers a DFR or BER mechanism.

SA-DFR/BER - selects a DFR or BER mechanism depending on slack.

FA-DFR/BER - selects a DFR or BER mechanism depending on frame.

QA-DFR/BER - selects a DFR or BER mechanism depending on QoS.
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Figure 5.6: Experimental Setup — Compiler/Simulator/Amat

5.5.1.2 Simulation Setup

We perform our study on an extensive simulation environnteat we have built to
model the HP iPAQ h5555 [40] like processor-memory systera.n&ve modified theim-cache
simulator from the SimpleScalar toolchain [11] to model BfeC architecture and to inject soft
errors as in our previous work [65]. To support the unequtd geotection for a PPC architecture,
a compiler as shown in Figure 5.6 generates not only an exgleubut also a page mapping
table. A page mapping table has a list of the marked globd@bkes (multimedia data), which
will be mapped into an unprotected data cache and the ottemdidbe exclusively mapped into
a protected data cache in a PPC during simulations. Noteathdata will be mapped into an
unprotected cache in case of an error-prone data cache.

As test video stream#KIYO, FOREMAN andCOASTGUARIN QCIF format (176<144
pixels) are used for our simulation study, and each of thegresents a video clip of low activ-
ity, medium activity, and high activity, respectively. Taaduate the cycle accurate results within
reasonable amount of simulation time, 300 frames of eackovedream are chopped into 75 se-
guences of four frames (several hours to simulate a videodimg with 300 frames of video on
Sun Sparc at 1.5 GHz). We then ran a simulation at least fowestiwith each sequence, resulting
in more than 300 runs studied (30@ns= 4times of runx 75 sequencgs DFR parameters are
inputs for selective DFR/BER schemes. For instance, a slalcie §) is given for SA-DFR/BER
in Section 5.4.

The simulator models soft errors by randomly injecting rgt errors and double-
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bit errors in an unprotected data cache according to SERss, Bhsingle-bit in a data cache is
randomly chosen, and a bit value at this single-bit is irabiif a randomly generated number

is less than SER when an instruction is executed in the storul&imilarly, double-bit errors
are injected. Since a protected data cache is resilienhstgsingle-bit errors, only double-bit
errors occur. To accomplish the experiments in a reasoabteint of time, accelerated SERs are
used. SER is set to &' per KB per instruction for single-bit errors. Note that SER ¢urrent
technology (about.28x 1017 at 9thm)* is much less than this accelerated SER by several orders
of magnitude, but it increases exponentially as technokmples [8, 38, 77, 124]. However, we
maintain the accurate rate (about2Pbetween single-bit SER and double-bit SER, thus'$0

per KB per instruction is used for double-bit errors.

5.5.1.3 Evaluation Metrics

Our simulator returns the number of accesses and the nurhbasses to each cache
configuration. We analyzed these statistics with given pamel performance numbers, and es-
timated access time and energy consumption of the memosysigm as shown in Figure 5.6.
QoS is measured in PSNR (Peak Signal to Noise Ratio) usingribeded video output and the
original video input.

Performance Model: For performance evaluation of each composition, we esimat
the access latency to the memory subsystem. The accessylafememory subsyster is esti-
mated ad = (Acache X Laccesg + (Mcache X Lmiss) + (Npolicy X Lpolicy) WhereAcacheis the number
of accesses to a cacHeccessiS the cache access timdcacheiS the number of misses to a cache,
Lmissis the cache miss penalty, i.e., the access penalty to a bus@memoryNpoiicy is the number
of triggered policies such as DFR and BER, angjicy is the latency penalty for a policy. The
overhead of delay for ECC is estimated and synthesized tisnGACTI [106] and the Synopsys
Design Compiler [113] as in our previous work [65], and thernead of delay for EDC is cal-
culated using the ratio between delays of ECC and EDC frowique papers [65, 72]. Also, the
delay overheads for DFR and BER are estimated through thdagions so that the overheads for

context switch and checkpoints are added at the analygje gteour simulation study as shown

Litis projected using an exponentially increasing ratiorfrb,000 FIT/Mbit at 18@mtechnology to 100,000 FIT/M-
bit at 130mtechnology [8, 77].
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in Figure 5.6.

Energy Model: We estimate the energy consumption of the memory subsystérg u
the power models presented in our previous work [108]. Ttertmads of power for a Hamming
code (38,32) and a parity code are synthesized and estirsateldr to those for delay. The
power consumption penalty for a recovery policy such as DRR BER is estimated through
simulations. The energy consumption of the memory subsyktés computed a& = (Acache X
Paccesd + (Mcache X Pmiss) + (Npolicy % Ppolicy) WherePaccessis the power consumption per cache
accessPmissis the power penalty per cache miss, dfgicy is the power penalty for a recovery
policy. Due to the lack of space, power and delay penaltiesdatailed in our technical report
[68].

Failure Rate Model: To estimate reliability, we define an execution aSwuccess it
ends within twice the normal execution time and returns threect output opened by a decoder.
Otherwise, we assume that it isFailure due to causes such as a system crash, infinite loop,
or segmentation fault. Note that the degradation of vidga @anot considered as a failure in
our study. The failure rate has been obtained through at leaxireds of executions for each
composition by counting the number of failures out of a toianber of executions based on the
binomial distribution analysis [68].

Quiality of Service Model: We estimate the QoS in PSNR. PSNR is defined in dB
as PSNR= 10_0610(%), where MAX is the maximum pixel value anMSE is the Mean
Squared Error, which is the mean of the square of differebetween the pixel values of the
erroneous video output (due to soft errors and frame dra@s),of the correctly reconstructed

output (without errors).

5.5.2 Experimental Results

We present two sets of experiments. First, we demonstrateffactiveness of our co-
operative, cross-layer methods in low-cost reliabilityaatlight degradation of QoS for different
video streams (Section 5.5.2.1). Second, we show the itfeeiss of intelligent DFR/BER selec-

tion schemes to improve the video quality (Section 5.5.2.2)

89



[ P——
1.00E-01 Failure Rate 1.60E+08 4‘ Memory Subsystem Access Latency’i

2.0E-02

1.00E-02 1.20E+08 1.14E+08 1.13E+08
1.09E+08 1.09E+08

2.5E-03

1.00E-03 8.00E+07

Failure Rete (LOG)
Access Time (Cycles)

4.58E+07
1.0E-04

1.00E-04 4.00E+07
5.0E-05
1.6E-05
1.00E-05 L 0.00E+00

BASE HW-PROTECT  APP-PROTECT MULTI-PROTECT CC-PROTECT BASE HW-PROTECT  APP-PROTECT MULTI-PROTECT CC-PROTECT
System Composition System Composition
(a) Rellablllty Failure Rate (b) Performance: Access Time to Memory Subsystem
100808 1| Memory Subsystem Energy Consumption| 40 '4@
2179 32.96 32.08 32.65

31.55

7.50E+07 6.83E+07 7.12E+07 ®

6.30E+07

5.96E+07

5.00E+07 20

Energy (nJoules)
PSNR (dB)

3.03E+07
2.50E+07 l 10
0.00E+00 0

BASE HW-PROTECT  APP-PROTECT MULTI-PROTECT CC-PROTECT BASE HW-PROTECT  APP-PROTECT MULTI-PROTECT CC-PROTECT

System Composition ystem Composition

(c) Power: Energy Usage of Memory Subsystem (d) QoS \ideo Quality

Figure 5.7: CC-PROTECT achieves the low-cost reliabilitth@ minimal QoS degradation

5.5.2.1 Effectiveness of CC-PROTECT

Figure 5.7 clearly shows that our cross-layer, error-avegugroach increases the reli-
ability with the minimal costs of performance and energystonption as well as the minimal
degradation of video quality.

Figure 5.7(a) clearly demonstrates that our CC-PROTECPERR, a DFR mechanism,
and a PPC with an EDC protection) improves the failure ratenbye than 1,000 times than that
of BASE (GOP and an unprotected data cache). This religbitiprovement is mainly due to
the coupling of the error detection and a DFR mechanism itosselayered manner. While HW-
PROTECT and MULTI-PROTECT have lower failure rates thart ifaBASE, CC-PROTECT
has lower failure rate than either of them. This is becaubastless time to be exposed to soft
errors due to the combined effects of a frame drop and themeaince efficiency of PBPAIR
over GOP. It is important that APP-PROTECT (PBPAIR and anrotggted data cache) shows

the failure rate close to that of BASE since a failure resutis) errors on control data, which are
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not protected in APP-PROTECT. Thus, our CC-PROTECT caresaetthe best reliability among
all compositions.

Figure 5.7(b) shows that our CC-PROTECT scheme is the bé&strirs of performance.

It reduces the memory subsystem access time by 58%, comipetfeat of BASE. It is very effec-
tive since CC-PROTECT reduces the failure rate by 1,000<iamal it reduces the access latency
of memory subsystem compared to BASE. Note that all the atbeipositions incur a perfor-
mance overhead but CC-PROTECT improves the performancis. pElnformance improvement
is a result of skipping intensive compression algorithme tua DFR mechanism and the perfor-
mance efficiency of PBPAIR algorithms. However, the perfance efficiency of PBPAIR is not
well exploited in case of APP-PROTECT, (showing 5% overheamhpared to BASE) because
PBPAIR increases the compression efficiency rather thapehermance efficiency at low PLR
such as 0% PLR. For the same reason, MULTI-PROTECT incungtal86 overhead compared to
BASE. Indeed, HW-PROTECT does not incur the performanceh@az because a PPC achieves
high performance by protecting only non-multimedia dats.[6

From the perspective of energy consumption of the memorsystiém, our CC-PROTECT
scheme saves energy consumption by 49%, 56%, 52%, and 57%mg=ied to BASE, HW-
PROTECT, APP-PROTECT, and MULTI-PROTECT, respectivedyslaown in Figure 5.7(c). CC-
PROTECT reduces the energy consumption of memory subsyditeno (i) less expensive EDC
technique than ECC, (ii) skipping expensive compressigordhms due to a cooperative DFR
mechanism, and (iii) energy efficiency of PBPAIR by introthgcmore intra-coded macro-blocks
than expensive inter-coded macro-blocks. Note that akrotlompositions incur overheads of
performance and power compared to BASE except for CC-PRQATERuUs, CC-PROTECT can
even reduce the power and access time of memory subsystdenoltaining high reliability.

Our CC-PROTECT scheme achieves video quality close to tbbs#her composi-
tions as shown in Figure 5.7(d). While an EDC scheme protbetsion-multimedia data in CC-
PROTECT, a frame drop due to a DFR mechanism degrades the cigdity. Note that PBPAIR
algorithms can improve this video quality by increasingrigmglience level at the cost of the com-
pressed video size (causing the transmission costs of pvekdelay). However, CC-PROTECT
saves at least 49% of power and performance for the mininiatéarate at the minimal cost of

QoS by up to 1.41 dB (less than 5% quality degradation) coeptrr all the compositions. Note
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Table 5.3: CC-PROTECT is very effective in terms of perfonce power, and reliability at the
minimal QoS degradation for different video streams (ndized result of each composition to
that of BASE)

Video Stream | System Composition Access Time | Energy Consumption | Failure Rate | Video Quality

. BASE 1 1 1 1
!!!! HW-PROTECT 0.99 1.14 0.4 E-2 1.02
AKIYO APP-PROTECT 0.87 0.89 13.2E-2 1.01
(low activity) MULTI-PROTECT 0.89 1.03 02E-2 1.02
CC-PROTECT 0.27 0.34 0.1 E-2 1.02

BASE 1 1 1 1
HW-PROTECT 1 1.15 0.5E-2 1.04
FOREMAN APP-PROTECT 1.05 1.06 123 E-2 1.01
(medium activity) MULTI-PROTECT 1.04 1.19 0.3 E-2 1.03
CC-PROTECT 0.42 0.51 0.1 E-2 0.99

BASE 1 1 1 1
HW-PROTECT 0.99 1.14 04E-2 1.03
COASTGUARD APP-PROTECT 1.09 1.1 13.0E-2 0.99
(high activity) MULTI-PROTECT 1.06 1.23 0.3E-2 1.02
CC-PROTECT 0.49 0.58 0.1 E-2 0.93

that these results come from only one soft error at the prdecache in a PPC, and the video
guality may degrade significantly due to multiple frame drogsulting from multiple occurrences
of soft errors. We present the experimental results fordltases in Section 5.5.2.2.

Table 5.3 summarizes the normalized results of each cotnpo$o those of BASE in
terms of performance, power, reliability, and QoS for difet video streams. This table clearly
shows that CC-PROTECT has the least costs of power and pefme for the minimal failure
rate with the minimal QoS degradation for all video strearie interesting observation that
we can make from this table is that we can even improve theovigiglity while still saving the
performance and power costs (73% and 66%, respectivelypaad to BASE for a video stream
AKIYQ. This quality improvement (about 2%) is because: (i) a frainog may not affect the video
guality for a video stream with low-activity such AKIYOand (ii) less amount of execution time
of PBPAIR results in less exposure of a data cache to softsrindeed, the QoS impact of one
frame drop forAKIYOis about 0.08% on average. On the other hand, for high activideo
stream such a€OASTGUARDour CC-PROTECT degrades the video quality by about 6% in
PSNR. But still CC-PROTECT demonstrates the least accass dind energy consumption for
the minimal failure rate. Note that all these results aréuatad under the condition of no errors
in the network. We also observed similar results under uarioetwork status configurations.
For example, at 10% PLR, our CC-PROTECT reduces access fimemory subsystem by
58%, while APP-PROTECT saves it by 32% (more error rate ériggnore intra-coded macro-
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blocks, causing high performance in PBPAIR algorithms)c@spared to BASE. We have also
run simulations for different compositions and similarulés demonstrated the effectiveness of
our CC-PROTECT. For instance, a composition (GOP and a 32 KBaiected cache with an
ECC - forward error recovery) incurs 45% performance and 84gsgy overheads as compared
to BASE. This is because all data (multimedia data and cbdita) are protected from soft
errors with an expensive ECC scheme. Due to the lack of spaae results are available in our
technical report [68].

In summary, our cooperative, cross-layer methods expl@ifR mechanism with an
inexpensive EDC protection to decrease the failure ratebioytal,000<, and an error-resilient
video encoding technique to minimize the quality degraateliiy 2% while significantly saving the
access time by 61% and energy consumption by 52% on averagenultiple video streams, as
compared to BASE. Also, our cooperative, cross-layer apgr@chieves a better reliability than a
previously proposed PPC architecture with an ECC protecitdhe cost of 3% QoS degradation
while reducing the access time by 60% and the energy congumipy 58%.

5.5.2.2 Effectiveness of Intelligent Selective Schemes

Our CC-PROTECT scheme outperforms all possible compasitio terms of perfor-
mance, power, and reliability while it slightly degradeg tideo quality mainly due to frame
drops when soft errors occur. Figure 5.8 demonstrates thiatelligent selective schemes im-
prove the video quality without incurring performance anérgy costs significantly (still mostly
lower than costs of BASE).

In Figure 5.8, the X-axis represents selective mechanismmgpared to BASE. Note that
they are all running PBPAIR on a PPC architecture with an EEli@me except for BASE (run-
ning GOP on an unprotected cache) and No DFR/BER (runningAHBBn a PPC without any
protection) for comparison. We parameterize a policy sieledased on available information in
a mobile device. The Naive DFR scheme shows the worst vidatitgas shown in Figure 5.8(d)
at the least costs in terms of power and performance as shokigure 5.8(b) and Figure 5.8(c).
Note that Naive DFR in Figure 5.8 results from multiple safoes (1.7 errors on average) on the
protected data cache in a PPC, which degrades the videdyquatse than that of CC-PROTECT
in Figure 5.7(d). On the other hand, Naive BER scheme presmtter video quality than that of
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Figure 5.8: Intelligent selective schemes maintain theiduality and reliability with minimal
overheads of power and performance

Naive DFR while incurring the most expensive power and parémce costs compared to other
schemes. In terms of reliability, Naive BER shows worseufailrate than that of Naive DFR as
shown in Figure 5.8(a). This is mainly because Naive BEReiases the execution time, causing
more time for a PPC to be exposed to soft errors. Clearly, NB/BER does not have a mecha-
nism to protect a system from soft errors, causing very haghre rate as shown in Figure 5.8(a).
Note that Figure 5.8(d) shows higher video quality of No DBRR than others. This is because
we measured the video quality in PSNR when simulations aceesgses where No DFR/BER
does not skip any frame. Random DFR/BER provides good vidatity with inexpensive power
and performance. For SA-DFR/BER, the results have beernguafiith the knobS (the portion

of ACET) from 0% to 100% in 10% increments, and SA-DFR/BERW8t= 60% is compared
in Figure 5.8 since it is the least value of the knob to recakiervideo quality better than that

of BASE according to profiled results. However, it is an exgiem approach since it incurs high
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overheads in terms of power and performance while it presgbitter video quality than that of
Naive DFR. For FA-DFR/BER scheme, our preliminary experitaeshow that the difference in
PSNR between consecutive frames make tHe 29, and 4" frame in the descending order of
the importance on average. Thus, FA-DFR/BER with ame is studied to improve the video
guality most and indicates that we select BER rather than WRBnever a soft error occurs in
encoding the P frame. In these particular experiments, FA-DFR/BER schiammeore effective
than SA-DFR/BER scheme since it has lower costs with bette$ (ailure rates are close). For
QA-DFR/BER, 31.79 dB is considered as the QoS thresholdevsiloce it is the average video
quality in case of BASE. QA-DFR/BER provides lower video liyawhile incurring less costs
than FA-DFR/BER scheme. Thus, each selective scheme hasapdcons in terms of perfor-
mance, power, reliability, and QoS.

In summary, selective DFR/BER mechanisms allow a systenaintain the video qual-

ity and reliability with minimal costs of power and perfornce.

5.6 Summary

Reliability is of paramount concern in mobile devices whbeeresources such as power
and performance are constrained. In order to resolve thelesity of trade-offs among multi-
dimensional properties, a cross-layer approach from théweae layer to the application layer
should be taken into account since traditional techniquesiaable to address the impacts of an
approach on other properties at other layers, and are utbtese the whole system’s reliability
in a power and performance efficient manner.

Traditionally, reliability techniques have been develbp¢ individual levels, and have
remained seemingly incognizant of the strategies empleyaher levels. While focusing their
attention to a single level, researchers make a generahasisun that no other schemes are opera-
tional at other levels. We believe that the cumulative efééceliability schemes at multiple levels
can be potentially significant; but this also requires adre¥aluation of the trade-offs involved
and the customizations required for unified operation.

In this chapter, we present our cross-layer strategy fordost reliability, CC-PROTECT

or Cooperative, Cross-layer Protection. By synergistiopapation among PPC with EDC at the
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Figure 5.9: Cooperative Cross-Layer Protection — CCPRQOITEXploits existing error control
schemes across system abstraction layers to achieve ficignefreliability

hardware level, DFR and BER at the middleware level, and EAVtRe application level on mo-
bile multimedia systems as shown in Figure 5.9, we obtaih hédjability, high performance, and
high energy saving at the cost of slight QoS degradation.h \tfi¢ perspective of reliability, a
less expensive EDC scheme for PPC architectures than an &@@e can detect an error, and
a DFR mechanism recovers an erroneous state by droppingemtancoding frame and moving
forward to the next frame encoding in mobile video applimati as shown in Figure 5.9. With the
perspective of QoS, CC-PROTECT exploits an error-awareovighcoding to reduce the impact
of a frame drop due to DFR by translating SER into FLR, and icemsg a frame drop as a frame
loss due to packet losses in networks as shown in Figure 5.9.

While traditional protection techniques deploy compaosis of error-resilient techniques
or protected schemes without cooperation in a cross-ldy@@nner, our CC-PROTECT scheme
has been demonstrated as a very effective method to imphevperformance and energy con-
sumption rather than incurring overheads with better ditg at the minimal cost of QoS degra-
dation. CC-PROTECT also expands the tradeoff space for-aiaiiensional design constraints,

and the applicability of existing error control schemesasrsystem abstraction layers.
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Chapter 6

Conclusion

6.1 Summary

With rapid advancement of technology and wide deploymemnicéless communica-
tion, multimedia applications are becoming popular in eokbimbedded systems. On the other
hand, reliability is becoming a serious concern for embddgestem design due to high integra-
tion of complex algorithms and increasing error rates abrtelogy scales. For example, soft
error rates are expected to increase exponentially with esahnology in SRAM architectures.
It is challenging to achieve low-cost reliability since ttesources are significantly constrained
in mobile embedded systems. Further, there exist tradaaifsng these design constraints. For
example, conventional redundancy techniques such asgem@ction codes incur high overheads
in terms of performance, power, and area cost while voltagérg) techniques increase the soft
error rate exponentially.

This thesis proposed a cooperative, cross-layer methggatodesign reliable mobile
embedded systems with minimal costs. Previously, crog-lapproaches have been focused
on tradeoffs among performance, power, timing, and QoSnbuteliability together. We have
presented PPC (Partially Protected Caches) architectd®4E (Error-Aware Video Encoding),
and CC-PROTECT (Cooperative, Cross-layer Protectionpaperative cross-layer strategies in

this thesis:

e PPCis a cross-layer strategy for error-resilient microamttiire at the hardware layer with
minimal overheads in terms of power, performance, and arexjtioiting the natural error-

tolerance of multimedia data and the vulnerable time of dathcodes at the application
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layer.

e EAVE is a cross-layer strategy for maximal energy reduction hiyelg exploiting errors
at the middleware layer and video encoding at the applicddger, which was originally

developed to encode video data resilient against netwooksin an energy-efficient way.

e CC-PROTECT is a cross-layer strategy to achieve low-cost reliabiliiyrhobile multime-
dia embedded systems by exploiting PPC architectures widri@r detection code at the
hardware layer, developing a joint recovery scheme at thiellmivare layer, and extending

the applicability of EAVE for hardware-induced frame dr@ighe application layer.

6.2 Contribution

The contributions and results of cross-layer strategiasttiis thesis presents are enu-

merated below:
1. This thesis develops cooperative and cross-layer mettoodow-cost reliability:

e PPC strategy includes the hardware and application letelses [65, 64, 67, 47, 66].
e EAVE strategy includes the application, middleware, anvoek level schemes [63,
48].

e CC-PROTECT strategy includes the application, middlewaperating system, and

hardware level schemes [69, 68].

2. This thesis significantly expands the tradeoff spaceideriag multiple design constraints

such as performance, energy consumption, reliability, @o8.
3. This thesis saves resources significantly with minimatso

e PPC strategy improves the performance by 16% and the energumption by 8%
at the cost of QoS degradation, as compared to a previouspoped cache with an

error correction protection [67].

e EAVE strategy reduces the energy consumption by 37% witQm®& degradation, as

compared to a normal video encoding [63].
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e CC-PROTECT strategy improves the performance by 60%, thegrronsumption by
58% at the minimal QoS degradation, as compared to a prdyiptgposed hardware-

based protection [69].
4. This thesis extends the applicability of existing tecjueis.

e PPC strategy extends the previously proposed HPC (Ho&itgrRrotected Caches)

architecture for the purpose of reliability.

e EAVE strategy extends the applicability of error-resitisideo encodings for active

error exploitation, i.e., intentional frame dropping.

e CC-PROTECT strategy extends an error-resilient video @ngoand a drop and for-

ward recovery technique against hardware defects.

6.3 Future Directions

The future work of this thesis includes the expansion of dategies for different
classes of errors across system abstraction layers in enebibedded systems. For example,
CC-PROTECT presents a simple method to translate the softrate at the protected cache into
the frame loss rate at the middleware layer, and we plan enexthe translation and integration
methods for different types of errors across system lay@tsnmembedded systems as well as in
distributed embedded systems. By presenting a method riar ete conversion, CC-PROTECT
can be applied for various classes of errors in a resoufugeet way. Also, we plan to apply
our cooperative, cross-layer strategies for different ponents. For instance, our CC-PROTECT
scheme can be used not only for cache protection but alsodar tomponents against temporary
faults in mobile embedded systems.

The methodology of this thesis can be expanded in the coatealistributed embedded
systems. In particular, we plan to extend our strategiesidering dynamic network status as
well as environmental contexts. For example, our preseqiells such as the error injection rate
in EAVE and threshold values for intelligent selective sales in CC-PROTECT can be adjusted
according to current network status and categories of mntaresources for each mobile device

attending a session in distributed system environmentso,Adervasive computing environments
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can provide important contexts, and they will be involvedd&iermine our policies that extend

strategies outlined in this thesis.
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