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Abstract of the Dissertation

Cooperative Cross-Layer Protection for Resource

Constrained Mobile Multimedia Systems

by

Kyoungwoo Lee

Doctor of Philosophy in Computer Science

University of California, Irvine, 2008

Professor Nikil Dutt, Chair

With rapid advances of technology and wide deployment of wireless communication,

mobile embedded systems are becoming popular. However, system failures increase significantly

due to increasing complexity of integration and increasingerror rates as technology scales, and

thus reliability is becoming a critical concern. Incorporating reliability in resource-limited mobile

embedded systems poses significant challenges due to high overheads of conventional redundancy

techniques in terms of performance, power, cost, etc. For example, error correction codes for

cache protection incur more than 22% power overhead, and triple modular redundancy techniques

for logic component protection incur 200% cost of area and power without optimization. Using the

observation that error-awareness such as error-tolerance, error-resilience, and error-concealment

can be exploited to enhance system properties, this thesis proposes a cross-layer methodology

for mobile embedded systems with minimal overheads by exploiting error-awareness across sys-

tem abstraction layers in a cooperative manner. Previouslyproposed cross-layer methods have

focused on power, performance, QoS, and timing issues rather than reliability issues. This thesis

xv



investigates errors and error control schemes across system abstraction layers, and presents error-

aware, cross-layer approaches that exploit existing techniques to mitigate the impact of the differ-

ent classes of errors, and further exploit errors actively for maximal resource savings. This thesis

demonstrates the effectiveness of our cooperative, cross-layer methodology in several ways for

mobile embedded systems. We have investigated PPC (Partially Protected Caches) architectures

that exploit error-tolerance and vulnerability of applications at the application layer to combat soft

errors at the hardware layer. We developed EAVE (Error-Aware Video Encoding) that proposes

active error exploitation for maximal energy reduction by intentionally dropping video frames at

the middleware layer and managing the quality with error-resilience against network errors. Fi-

nally, we developed CC-PROTECT (Cooperative, Cross-layerProtection) that jointly orchestrates

error detection schemes at the hardware layer, frame dropping and forward error correction at

the middleware layer, and error-aware video encoding at theapplication layer. Our cross-layer

approaches significantly reduce resources such as power andarea cost for resource-constrained

embedded systems, open up an expanded tradeoff space for multi-dimensional constraints, and

eventually enable system designers to explore feasible solutions satisfying maximal reliability

with minimal overheads of power and performance.
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Chapter 1

Introduction

1.1 Embedded Systems

Embedded systems are defined as computer systems designed for specific functional-

ities, as opposed to general computer systems. This thesis presents strategies for investigating

multi-dimensional tradeoffs for emerging mobile embeddedsystems in pervasive computing en-

vironments, especially for multimedia applications, and their relevant design constraints, with a

focus on reliability.

1.1.1 Pervasive Embedded Systems

Embedded systems are everywhere in our everyday lives. We are already living with

a lot of embedded systems at home. For example, a recent high definition digital TV set or

set-top-box is a typical embedded system, as are other home electronics such as home security

systems and appliances that provide intelligence by embedding chip sets to control them. While

you are commuting to school or office, you may drive the most sophisticated cars with hundreds

of embedded systems to control entertainment boxes or even critical safety functions such as ABS

(Anti-lock Braking System). Not only cars but also any othertransportation vehicles are highly

integrated embedded systems including metro trains and airplanes. Also, you or your vehicles are

being watched by a lot of CCTVs (Closed Circuit Televisions), and monitored by sensors. These

CCTVs and sensors are deployed in embedded systems for safety, traffic monitoring, privacy, and

1



Figure 1.1: Pervasive Mobile Embedded Systems

so on. While you are at the office, you may not work any longer without embedded computer

systems. You can communicate with your customers over mobile handhelds or smart phones.

All-in-one machines including copy, fax, and scanner are essential office equipments and are also

embedded systems. When you go shopping, a bar code reader is another example of embedded

systems. And payment transactions can be completed via wireless POS (Point of Sale) at shops

and restaurants, which is an embedded system for your convenience.

The continual scaling of technology and system integrationhave allowed the creation of

mobile embedded systems, and these are becoming more popular in pervasive computing environ-

ments as shown in Figure 1.1. For example, mobile game console, mobile video telephony, and

mobile satellite TV are mobile multimedia embedded system.A lot of mobile embedded systems

are being deployed around our lives for many applications including entertainment, communi-

cation, science, health, business, education, and even military applications. Indeed, embedded

systems are already located everywhere around us even though you may not notice whether they

2



are embedded computer systems. These embedded systems not only affect our personal lives (both

physically and mentally) but also change our social behaviors, economic activities, and so on.

1.1.2 Mobile Multimedia Embedded Systems and Multi-dimensional Constraints

Mobile multimedia embedded systems demand several constraints, and it is challenging

and essential for system designers to achieve multi-dimension optimizations mainly due to limited

resources. Main constraints include:

Power/Energy. Since multimedia applications are running on battery-operated mobile

devices, low power consumption or/and low energy consumption is a key design concern. A lot of

techniques have been investigated to prolong the life of mobile embedded systems, but it is very

challenging since complex multimedia processing algorithms demand the huge processing power

and the huge amount of data transmissions consume high communication resources.

Performance. It is a fundamental constraint not only for mobile embedded systems but

also for any other computer system. Especially, due to high complexity of multimedia algorithms

and huge amount of data transmission, high performance is highly desired for mobile multimedia

embedded systems.

QoS (Quality of Service).If users are unsatisfactory with the QoS, low power and high

performance embedded systems are useless. Indeed, high QoSis a necessary concern for system

designers and manufacturers to design and develop mobile multimedia embedded systems.

Real-timeliness.Many mobile multimedia embedded systems have real-time constraints.

For example, most video streaming applications and video telephony require soft or firm real-time

constraints. Real-timeliness is not only an essential service metric but also a critical property in

some particular applications. For instance, mobile multimedia embedded systems can threaten

the lives of humans if they miss the deadlines in some critical applications such as military or

health-care applications.

Reliability. Mobile multimedia embedded systems are increasingly beingdeployed in

strategic and unreachable locations, e.g., in hostile territory and inside the volcano to observe vol-

canic activity, and are even crucial for saving human life indistress., e.g., video phones. Also, they

are more likely to be exposed to harmful sources, causing failures of critical functionality. Thus,

reliability is an emerging critical concern for mobile multimedia embedded systems in pervasive
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computing environments.

Cost. To improve the performance, power consumption, real-timeliness, and reliability,

there is a definite requirement to decrease the cost since they have inherent interactions and con-

flicts among these properties. In particular, it is a main design concern to reduce the number of

components and to increase the level of integration for commercializing the mobile multimedia

embedded systems in the market.

Mobile multimedia embedded systems demand multiple constraints in part or in total.

According to application specifics, mobile multimedia embedded systems require cost-efficient

reliability, low power and high performance with minimal QoS loss, real-time energy-efficient

high QoS, etc. Thus, system designers must carry out intensive and extensive investigation for

multi-dimensional constraint optimizations.

1.2 Motivation and Objectives

1.2.1 Errors and Failures

Due to scaling technology and emerging ubiquitous environments, designers for mo-

bile embedded systems must deal with several types of errorsas shown in Figure 1.2. Figure 1.2

presents a layered architecture of mobile embedded systemsfor multimedia applications (e.g., mo-

bile video conferencing), and several examples of errors ateach system abstraction layer. Mobile

embedded systems in general are composed of several abstraction layers such as the application

layer, the operating system layer, and the hardware layer. At each system abstraction layer, there

exist different types of errors while Figure 1.2 shows a few errors as examples.

Since the complexity of embedded systems only increases dueto mobile multimedia ap-

plications, incorrect design and wrong implementation generate several software bugs and defects

at the application layer or the operating system layer. As embedded systems are becoming used

in wireless networks, network errors such as packet losses (due to congested routers, faded access

points, etc.) in mobile communication are becoming more popular than the previous communica-

tion environments in wired only networks, and more importantly they are bursty in nature.

An emerging class of errors are soft errors or transient faults at the hardware layer, that

are becoming a critical design concern, especially beyond sub-micron technology.
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Figure 1.2: Errors and Redundancy Techniques at Each SystemAbstraction layer

When energetic particles such as alpha particles, neutrons, and protons from packaging

material or cosmic rays strike the sensitive area of the silicon device, they generate electron-

hole pairs in the wake. The source and diffusion nodes of a transistor can collect these charges,

Qcollected. WhenQcollected becomes more than some critical value,Qcritical , the state of the logic

device, e.g., a Boolean gate, may invert. Since this logic toggle is temporary, the occurrence of

such a defect is called a transient fault.

The soft error rate (SER) is related as

SER ∝ Nf lux×CS×e−(
Qcritical

Qs
) (1.1)

whereNf lux is the intensity of the neutron flux,CSis the area of the cross section of the node, and

Qs is the charge collection efficiency [38]. SinceQcritical is proportional to the node capacitanceC

and the supply voltageV, SER has an exponential relationship with the supply voltage as well as

the capacitance from Equation (3.1). Thus, with decreasingsupply voltage and shrinking feature

size, the SER will increase exponentially [38, 124]. In fact, Baumann [8] predicts that the SER

in the next generation SRAMs will be up to two orders of magnitude higher. Multiplied by the

trend of increasing size of SRAMs in multimedia embedded systems, the SER is becoming an

important design concern. Further, the SER is related to where we are running applications in

mobile embedded systems. The SER at New York is several timeshigher than that at the Equator,

i.e., the higher latitude, the higher SER. Also, the SER on the airplane at 35,000 feet is several

orders of magnitude times higher than the SER at the ground level due to high intensity of the

neutron flux as shown in Equation (3.1). As a result, a soft error may occur every less than a
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second in mobile embedded systems with 128 MB memory with 65nm technology at flight, and it

is a real problem.

Due to existing masking effects, all the errors on mobile embedded systems (such as

bugs at the application layer, exceptions at the operating system layer, packet losses at the net-

work layer, and soft errors at the hardware layer as shown in Figure 1.2) are not manifested as

failures. Especially, errors on multimedia data itself in mobile multimedia embedded systems

may not affect the quality of service significantly nor causefailures. However, these errors on the

control data or variables (e.g., conditional variables or loop variables) can cause system failures,

e.g., incorrect outputs, application crash, or even the application entering an infinite loop. Mo-

bile embedded systems, which have permeated into almost allaspects of human life, need to be

protected from these errors. In particular, mobile multimedia embedded systems will be deployed

into hazardous area, remote health-care services, and evenmilitary battlefields, where a failure

due to errors or faults at any abstraction layer can cause significant fiscal loss or even human life

in danger. Thus, these errors or faults must be dealt with when the mobile multimedia embedded

systems are used for a critical functionality.

1.2.2 Conventional Redundancy Techniques

Conventional redundancy techniques have been investigated for mobile multimedia em-

bedded systems within the boundary of a couple of system abstraction layers. For example, several

software engineering schemes have been studied to reduce the number of bugs at the application

layer and at the operating system layer. One of traditional schemes to combat software defects such

as bugs isN-version programmingas shown in Figure 1.2. Many operating systems (OS) provide

exception handlingsto recover OS from errors or exceptions. In networks, there have been a lot

of research efforts and one of simple techniques to recover the lost data during transmissions is to

retransmitthe lost data as shown in Figure 1.2. At the hardware layer, many techniques have been

proposed to combat temporary faults such as soft errors, andone of the most effective methods

to combat errors in the memory system isan error correction code (ECC) techniquesuch as a

Hamming Code (38, 6).

However, most previous works have focused on issues at a single abstraction layer in a

whole system, that generally consists of multiple layers such as hardware, operating system (OS),
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Figure 1.3: No cooperation has been studied to actively exploit existing error-resilient techniques
across system abstraction layers.

network, and application layers as shown in Figure 1.2. On one hand, any single variation of

the property at a single layer can affect the other properties at other layers in the whole system

due to tightly coupled system layers in recent mobile embedded systems. In order to increase

reliability of the application, for instance, checkpointsand recovery can be applied at the OS

layer; these checkpoints may reduce the chance of voltage scaling for energy gains at the hardware

layer, and increase the likelihood of deadline misses of theapplication, which will be fatal in

case of hard real-time embedded systems. On the other hand, isolated schemes at one layer can

cause over-protection or under-protection. For example, protecting all data against soft errors in

memory systems is an overkill in mobile multimedia embeddedsystems since we may not need

to protect multimedia data that do not cause failures in general. One solution at a single layer for

reliability is enough but unnecessary protections are usedat the other layers without the global

system view, which wastes the limited resources in mobile embedded systems. Furthermore,

the mobile computing environments are varying dynamically, where different levels of protection

techniques should be considered to provide appropriate reliability without wasting the limited

resources such as power and performance.

It has been rarely studied to actively exploit and coordinate existing error-resilient tech-

niques across system abstraction layers as shown in Figure 1.3. Thus, we may lose the opportuni-

ties for effective cross-layer methods by coupling resource-efficient techniques. For example, to

mitigate the impact of soft errors (at the hardware layer) onthe QoS, we can exploit error-resilient

video encoding (which was originally developed to combat network errors with perspective of the
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QoS) as shown in Figure 1.3, while conventional methods suchas an ECC scheme protect soft

errors with high overheads in terms of performance, power, and cost.

1.2.3 Resource Efficient Reliability

Resource-efficient reliability is essential in mobile multimedia embedded systems mainly

due to the limited resource such as battery capacity.

Due to the intensive complexity of processing algorithms and the large amount of data

transmission, it is a challenging task to satisfy multiple constraints such as performance, energy

consumption and QoS that mobile multimedia systems demand on battery-operated mobile de-

vices. One of the promising approaches to balance these multiple constraints is a cross-layer

method. With the global view of the whole system, the cross-layer methods achieve the maximal

power reduction and performance gain with the satisfactoryQoS. For instance, GRACE [34, 130]

proposes a coordinator to reduce the power consumption by exploiting the feature of multimedia

applications; DYNAMO [23, 31, 82, 83] presents a proxy-based middleware approach by trading

off the video QoS; and recently xTune [53] studies online timing-QoS verification at the proxy

server. This thesis studies the cross-layer interactions and potential cooperations among error

control schemes to maintain multiple constraints in resource-constrained mobile devices.

1.3 Thesis Overview

A cooperative cross-layer approach is our methodology to achieve resource-efficient

reliability for mobile multimedia embedded systems as summarized in Figure 1.4.

Our goal is to coordinate reliability approaches among abstraction layers to find the best

cross-layered scheme that achieves the maximal reliability with minimal overheads in terms of

performance, cost, and power. Specifically, considering error-awareness across layers in a mobile

embedded system results in an expanded design space to effectively tradeoff power, performance,

QoS, and reliability. Error-awareness also enables systemdesigners to extend the applicability

of error features at one layer for protection requirements at the other layer, which causes further

improvements in power, performance, and reliability. Thisthesis presents three cross-layer ap-

proaches to accomplish this objective,resource-efficient reliability for mobile multimedia embed-
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ded systems, which are PPC (Partially Protected Caches), EAVE (Error-Aware Video Encoding),

and CC-PROTECT (Cooperative Cross-layer Protection).

Error−Aware Video Encoding (EAVE)
[Chapter 4]

Protection
(CC−PROTECT)
[Chapter 5]

Cross−layer
Cooperative

Partially Protected Caches (PPC)
[Chapter 3]

Network

Hardware

Middleware /
Operating System

Application

Mobile Device

Figure 1.4: Overview of Thesis Proposals – PPC, EAVE, and CC-PROTECT are resource efficient
reliability techniques in a cooperative, cross-layer manner.

1.3.0.1 PPC (Partially Protected Caches)

ECC-based cache protections are unaware of error-tolerance in applications, and incur

high overheads in terms of power and performance. Thus, it isan overkill for multimedia applica-

tions since a huge amount of multimedia data is protected unnecessarily with an expensive ECC

while hardware defects such as soft errors in multimedia data itself (e.g., an image pixel value)

only result in the slight degradation of quality.

This thesis proposes PPC (Partially Protected Caches) and unequal data protection by

partitioning data into PPCs. The key idea is that unprotecting failure-non-critical data such as

multimedia data itself can significantly reduce the overheads of power and performance while ob-

taining the comparable reliability to that of a complete data protection (which protects all data).

As described in Figure 1.4, the mobile embedded system is aware of error-tolerance inherently

existing in multimedia applications at the application layer, and enables the MMU (Memory Man-

agement Unit) to map the data into PPCs for protecting data selectively at the hardware layer [65].

This approach can be extended to general applications, where PPC architectures are applied by

measuring the vulnerability of data blocks in order to partition data according to the vulnerable

time of data residing in data caches [64].
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Our unequal protection scheme using PPC architectures demonstrates that a cross-layer

approach can improve the performance, energy consumption,cost, and reliability all together at

the cost of slight QoS degradation, and opens opportunitiesthat system designers can explore the

enlarged tradeoff space among multi-dimensional properties, which are hardly discovered with

only fault tolerant schemes isolated at the hardware layer.PPC will be described in detail in

Chapter 3.

1.3.1 EAVE (Error Aware Video Encoding)

Error-resilient or error-concealment techniques for multimedia communications have

been developed to combat errors induced from the network layer. For example, error-resilient

video encoding can adjust the level of error-resilience based on the current or anticipated network

status such as a packet loss rate. Fortunately, some error-resilient video encoding works in an

energy-efficient way.

This thesis presents an error-aware video encoding (EAVE).The main idea of EAVE

is to maximize the features of error-resilient video encoding such as energy-efficiency and error-

resilience by injecting errors intentionally at the application layer until the degradation of video

quality is maintained by error-resilient features and willbe acceptable by end-users [63]. Fig-

ure 1.4 shows how EAVE works by correlating approaches and mechanisms across system ab-

straction layers. The sum of intentional injection rate from the middleware layer and packet loss

rate from the network layer becomes an error rate to error-resilient applications so that the error-

resilient video encoding techniques adjust the level of error-resilience to generate the error-aware

compressed video data dealing with both intentionally injected errors and packet losses.

This cross-layer approach opens a design space where we aggressively tradeoff video

quality for improving performance and energy consumption.Further, the main idea, injecting

errors intentionally for resource saving, can be applied ateach component from the encoder to

the decoder in a mobile video telephony to maximize the energy efficiency by exploiting error-

awareness very actively, especially for power-constrained mobile embedded systems. EAVE will

be discussed in detail in Chapter 4.

10



1.3.2 CC-PROTECT (Cooperative Cross-layer Protection)

ECC-based cache protections against soft errors or hardware defects are expensive. PPC

techniques still incur overheads in terms of power, performance, and cost mainly due to expensive

error correction codes installed at the protected cache.

This thesis presents CC-PROTECT (Cooperative Cross-layerProtection), which miti-

gates hardware defects with cooperative cross-layer protection for resource constrained mobile

multimedia embedded systems. This thesis investigates error types, their impacts, and the existing

error control schemes across system abstraction layers, and coordinates them to reduce the nega-

tive impact of hardware defects in a resource-efficient manner. The main idea of CC-PROTECT

is to integrate inexpensive schemes to combat each negativeimpact resulting form hardware de-

fects. CC-PROTECT protects the component at the hardware layer with inexpensive error detec-

tion codes rather than expensive error correction codes, applies middleware-driven approaches for

drop and forward recovery, backward error recovery, or hybrid of them for QoS/cost tradeoffs,

and exploits an error-resilient video encoding to mitigatethe impact of frame drops on the video

quality for mobile video encoding systems as shown in Figure1.4 [69].

CC-PROTECT demonstrates that a cooperative, cross-layer approach can improve the

performance, energy consumption, cost, and reliability rather than incurring overheads at the cost

of slight QoS degradation, and opens opportunities that system designers can explore the enlarged

tradeoff space among multi-dimensional properties.

CC-PROTECT will be presented in detail in Chapter 5.

1.4 Thesis Contributions

1.4.1 Effectiveness of Cross-layer Approaches for Reliability

This thesis presents cooperative approaches considering multiple properties such as per-

formance, energy consumption, cost, reliability and QoS for mobile multimedia embedded sys-

tems. Previously, cross-layer approaches have been investigated for mobile embedded systems to

tradeoff power, performance, QoS, and timeliness. This thesis expands the cross-layer method-

ology for reliability-oriented system optimization, and shows the effectiveness of the cross-layer
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approach for multi-dimensional optimization.

1.4.2 Cost-efficient Reliability

Holistic schemes aware of errors across layers have been studied and the effectiveness

of error-aware, cross-layer methodology has been demonstrated in terms of multi-dimensional

metrics such as power, performance, cost, reliability, andQoS [65, 64, 63, 69].

PPC architectures with selective data protection [65] demonstrated about 29% energy

saving on an average compared to the protected cache (protecting all data), which is an overkill

protection developed at one abstraction layer, especiallyfor multimedia applications. EE-PBPAIR

[63], one technique in EAVE, improved the energy consumption by 33% on an average compared

to the normal video encoding, which takes into account only compression efficiency at one layer.

CC-PROTECT [69] improved the energy consumption and the performance by about 50% with

about 1,000 times higher reliability at the cost of minimal QoS degradation, as compared to the

composition without any protection and resilience technique for mobile video encoding systems.

1.4.3 Expanded Design Space Exploration

Our cross-layer approach opens up a new design space by actively exploiting error-

awareness such as error-tolerance, error-resilience, anderror-concealment for maximal energy

reduction by trading off a small degradation in the delivered quality of service [65]. Vulnerability-

based exploration algorithms have been investigated to expand the applicability of PPC for general

applications and for different hardware components other than data caches [64]. Active error ex-

ploitation expands the design space significantly [63]. Error-awareness across system abstraction

layers opens a new venue where system designers can further coordinate and optimize the system

components for multiple constraints [63, 69]. CC-PROTECT presents several exploration algo-

rithms to efficiently find out interesting operation points out of significantly expanded tradeoff

space [69].
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1.4.4 Extended Applicability of Existing Techniques

The cooperative cross-layer approaches presented in this thesis significantly extend the

applicability of previously proposed techniques. PPC has been proposed based on HPC (Horizon-

tally Protected Caches), which was originally proposed to increase performance, and was extended

to improve the energy reduction for embedded systems. PPC isvery effective in cache-oriented

architecture, such as mobile multimedia embedded systems for multi-dimensional optimization

at the system level. For energy saving, error-resilience ofapplications has been employed by

intentionally injecting errors in EAVE. Thus, EAVE expandsthe error-resilient video encodings

to energy-aware and error-aware video encodings while error-resilient video encodings were de-

signed originally to combat network errors such as packet losses. CC-PROTECT also re-discovers

and extends the applicability of one approach at one system abstraction layer for the different pur-

pose at the other layer. For example, drop and forward recovery has been applied to increase

reliability threatened by soft errors at the hardware layer, which was originally devised to reduce

the impact of frame losses due to packet losses at the video decoding at the application layer. For

the QoS improvement, error-aware video encoding has been exploited to reduce the impact of soft

errors at the hardware layer on the QoS while it was originally developed to compress video data

resilient against network errors.

Thesis Organization

The rest of this thesis is organized as follows: Chapter 2 describes cross-layer ap-

proaches in network protocol stacks, and differentiates our methodology from previously proposed

cross-layer approaches in mobile embedded systems. Chapter 3 presents partially protected cache

(PPC) architectures for soft error mitigation with minimalcosts. Chapter 4 presents an active

error exploitation with error-resilient video encoding, and proposes error-aware video encodings

(EAVE) for energy/QoS tradeoffs. Chapter 5 presents a cooperative, cross-layer protection strat-

egy by exploiting existing error control schemes across system layers for low-cost reliability. In

Chapter 6, we conclude this thesis and address the future directions.
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Chapter 2

Cross-Layer Approach

As the complexity of computer systems and communication architectures has grown dra-

matically, there was a definite need to develop a layered architecture such as OSI (Open Systems

Interconnection) Reference Model as shown in Figure 2.1. Conceptually, a layer is a collection

of similar functionalities to send or receive services to the layer above or below it. So a layered

architecture divides the overall communication tasks intolayers and defines hierarchical services

to be provided by the individual layers [99]. Thus, designers and developers can easily implement

functions and interfaces between layers according to the specified tasks for each abstraction layer.

However, not only functionality but also resource-efficiency have been considered as an

important property for resource-limited mobile computersand wireless communications; there-

fore a cross-layer approach has recently attracted a significant interest and intensively investigated.

Cross-layer approaches integrate and coordinate techniques across communication or system ab-

straction layers in a cooperative manner mainly for system-level optimization. For example, pre-

vious low power techniques for hardware components have been proposed at the hardware layer

with the management at the operating system level. They include OS-level scheduling for man-

aging low power processors [122, 75], spin-down policies for disks [39, 21, 22, 71], and wireless

network communications [43, 58, 57, 111]. However, cross-layer approaches (adaptively inte-

grating and coordinating these previously proposals) haveimproved significant power savings and

energy reductions [34, 31, 23, 125]. While Kawadia et al. [49] delivered a cautious message for

cross-layer designs, cross-layer approaches have been demonstrated as a promising tool to design
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not only networking architectures but also mobile embeddedsystems in the literature.

Cross-layer methods can be exploited at any layering architectures such as network lay-

ering and OS layering. We now present network layering approach as a case study of general

cross-layer approaches (Section 2.1), describe cross-layer approaches for mobile multimedia em-

bedded systems (Section 2.2), and briefly summarize reliability techniques at each system abstrac-

tion layer (Section 2.3).

2.1 Case Study: Network Layering

Generic cross-layer methods in the OSI reference model havebeen widely investigated

as promising optimization tools to efficiently reduce the resource consumption, especially trans-

mission energy consumption, in wireless communications. Most efforts have focused on resource

optimization at the physical layer by cooperating the feature at the application layer, the routing

algorithm at the network layer, or the error/flow controls atthe network layer and at the data link

layer as shown in Figure 2.1. These cross-layer approaches have been developed not only for wire-

line networks but also for wireless networks including WiFinetwork, cellular network, wireless

sensor networks, etc.

Many researchers surveyed cross-layer optimizations for wireless networks and pre-

sented challenges and open issues for further optimizations. Srivastava and Motani [109] pre-

sented a survey of on-going work of cross-layer designs in wireless networks, and suggested new

directions and open challenges for cross-layer design. Interestingly, they categorized cross-layer

optimization into several approaches such as new interfacedesign between upper layers and lower

layers, design coupling, merging of adjacent layers, etc. as shown in Figure 2.1. Also, Su and

Lim [112] presented a cross-layer framework composed of an optimization agent and feedback-

/interaction architectures for wireless sensor networks,and Shakkottai et al. [104] summarized

efforts of cross-layer design for wireless networks. Chiang et al. [18] surveyed a recent work of

cross-layer optimization for systematic architecture designs in networking. They presented “layer-

ing as optimization decomposition”, which provides a mathematical theory to distributively solve

generalized network utility maximization (NUM) formulations through decomposed subproblems,

a unifying framework for horizontal decomposition to distributed network elements and vertical
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Figure 2.1: ISO OSI 7 Layer Model and Cross-Layer Proposals [109, 112]

decomposition to functional modules, and a top-down approach to design protocol stacks and

network architectures. Larzon et al. [2] proposed hints andnotifications (HAN) mechanisms to

enable inter-layer communications in the Internet architecture. Hints enable real-time applications

to transmit the delay requirements and error tolerance to lower layers, and notifications inform up-

per layers of feedback of link layer actions and current status. On the other hand, Kawadia et

al. [49] showed that unbridled cross-layer design can lead to a spaghetti design and difficulties

to manage or update due to the lack of modulation. Thus, they revisited conventional network

architectures and presented a few general principles for cross-layer design in wireless networks.

One of main contributions in cross-layer optimizations is amedium access control pro-

tocol by cooperating information available at upper layers. Butala and Tong [12] proposed a

medium access control protocol for CDMA ad hoc networks, which is a cross-layer combination

of the scheduling at the medium access control layer and dynamic allocation of channels at the

physical layer by means of querying the channel. Similarly,several works [20, 115] have dis-

cussed combining cross-layer schemes between medium access control and physical layer design

for performance improvements in wireless networks, and especially Tong et al. [115] discussed a
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new design paradigm to change the role of the medium access control layer due to new features in

the physical layer such as multi-packet reception capability at the same time. Zorzi et al. [139] dis-

cussed the issues for cross-layer design of medium access control protocol for multi-radio (MIMO

or Multiple-Input Multiple-Output) Ad Hoc networks. Ge et al. [32] considered multicast com-

munications for the rate optimization at the medium access control layer, and investigated joint

optimization of the transmission rate and the multicast threshold not only for SISO (Single-Input

Single-Output) but also for MIMO.

On the other hand, higher level interactions including the transport layer have been stud-

ied as another main stream for cross-layer optimizations for various wireless networks. Bhatia and

Kodialam [10] derived a performance guaranteed polynomialtime approximation algorithm for

jointly solving routing, scheduling, and power control together over multi-hop wireless networks.

Lin et al. [74] developed a cross-layer optimization approach such as the opportunistic scheduling

problem in access-based single-hop networks such as cellular network, and the joint approach of

congestion-control and scheduling problem in multi-hop wireless networks. So their cross-layer

optimization cooperates congestion control at the transport layer, routing at the network layer,

and scheduling/power control at the MAC/PHY layer. Lin and Shroff [73] also demonstrated the

effectiveness of cross-layer design compared to the layered design in terms of the performance

in case of imperfect scheduling, and presented a framework for cross-layer congestion control

suitable for online and potentially distributed implementation. Chiang [17] proposed a joint opti-

mization between congestion control at the transport layerand power control at the physical layer

in wireless multi-hop networks. In particular, he presented a distributed power control algorithm

coupling with transmission control protocols to increase both end-to-end throughput and energy

efficiency. Ng et al. [90] presented a joint optimization of user data compression at the application

layer and channel coding at the physical layer. They presented the optimal power distribution that

minimizes the end-to-end expected distortion with each layer successively refining the description

in the previous layer.

Interestingly, some cross-layer optimizations considered error controls and flow con-

trols at the higher layers, and combined them for transmission power reductions at the lower layer.

Vuran et al. [118] presented a cross-layer methodology to analyze error control schemes with

respect to transmission power and end-to-end latency, especially impacts of routing, medium ac-
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cess, and physical levels in wireless sensor networks. For wireless mesh networks, Akyildiz and

Wang [3] motivated the cross-layer optimization, and discussed the open problems for cross-layer

optimization schemes and algorithms by comparing pros and cons of cross-layer optimization to

the layered design schemes.

These efforts have provided the mathematical tools and theoretic backgrounds for cross-

layer optimizations in wireless communications includingwireless local area networks, cellular

networks, wireless sensor networks, and wireless mesh networks, but they have mainly focused on

network architecture designs in OSI 7 layer model rather than mobile embedded system designs.

2.2 Cross-Layer Approach in Mobile Embedded Systems

This section presents related work on cross-layer methods for mobile multimedia em-

bedded systems, as opposed to schemes isolated within a couple of system abstraction layers. Re-

searchers in general suggest a mobile multimedia embedded system is composed of several system

abstraction layers such as the application, the middleware, the operating system, and the hardware

layers as shown in Figure 2.2. Efforts have been focused on performance/energy/QoS tradeoffs

and optimization (Section 2.2.1), and recently timelinessissues have been discussed together for

real-time applications (Section 2.2.2).
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2.2.1 QoS/Performance/Energy Tradeoffs

Cross-layer optimization techniques have been widely investigated for mobile multi-

media embedded systems. Mostly, they minimize the performance and energy overheads while

maximizing the QoS for multimedia applications by transporting the available information and

coordinating approaches in a cross-layered manner.

Noble et al. [93] proposed the Odyssey prototype for application-aware adaptation by

collaborating partnership between the operating system and applications and by identifying agility

as a key attribute for system adaptations. Flinn and Satyanarayanan proposed a tool, Power-

Scope [30], for profiling energy usage of mobile applications. They combined hardware instru-

mentation with CPU profiling techniques to map power consumption to program structure. Based

on PowerScope, Flinn and Satyanarayanan [29] presented energy-aware adaptation for a diversity

set of mobile applications. They exploited a collaborativerelationship between applications and

the operating system to meet user-specified goals for battery duration. Further, their framework

on the Odyssey platform enables the operating system to guide runtime adaptation for the better

tradeoff between energy consumption and application quality by monitoring energy supply and

demand.

The Milly Watt project [79] explored the needs of higher-level (applications and the op-

erating system) involvement for power management techniques. They developed power manage-

ment functions and a power-based API at the OS level to allow partnership between applications

and the system in setting energy policy [25]. Zeng et al. [133] proposed the Currentcy Model that

unifies diverse hardware resources and enables fair allocation of available energy among applica-

tions under a single management framework. They also implemented an energy-centric operating

system, ECOSystem, that incorporates their system model for explicit energy management with a

total system point of view. Lara et al. [62] proposed a component-based middleware architecture,

Puppeteer, for mobile computing, and Flinn et al. [28] demonstrated the feasibility of Puppeteer

for energy reduction by exploiting well-defined interfacesfrom applications and modifying their

behavior.

Hughes et al. [42] proposed an integrated power management technique by combining

architectural adaptation and dynamic voltage (or frequency) scheduling for further energy reduc-
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tion in multimedia applications. Yuan and Nahrstedt [128] proposed a middleware framework to

reduce the energy consumption and to maintain the resource requirements for multimedia appli-

cations. Their middleware framework adjusted the processor speed and power consumption by

observing the system properties, and maintained the resource requirement through a power-aware

resource reservation mechanism.

The GRACE project [34] presented a cross-layer adaptation framework, GRACE-1 [132],

which coordinates all three system abstraction layers (theCPU hardware, OS, and Multimedia ap-

plication) to achieve a system-level optimization, and balances between multimedia quality and

battery energy as shown in Figure 2.2. Yuan et al. [129] proposed an energy-efficient real-time

scheduler (GRACE-OS) based on statistical distribution ofapplication cycle demands, and pre-

sented a practical voltage scaling algorithm (PDVS) [130] to coordinate adaptation of multimedia

applications and CPU speeds for mobile multimedia systems.

Shenoy and Radkov [105] proposed proxy-based techniques for video streaming appli-

cations in mobile devices. They employed power-friendly video transformations to tradeoff video

quality for energy savings, and suggested an intelligent network streaming strategy for transmis-

sion and reception energy savings.

The FORGE project [19, 31] developed not only proxy-based cross-layer optimization

but also middleware-driven adaptive coordination with theglobal system views (both horizontally

and vertically) in distributed embedded systems. Mohapatra et al. [83] presented an integrated

power management technique considering hardware-level power optimization and middleware-

level adaptation to minimize the energy consumption while maintaining user experience of video

quality in mobile video applications. In particular, a cross-layer optimization has been addressed

for mobile video applications in distributed real-time mobile systems [82]. Mohapatra et al. [84]

also presented a cross-layer framework (DYNAMO) and utilized the middleware to perform end-

to-end adaptations such as admission control, network shaping, and dynamic video transcoding at

the proxy server in distributed embedded systems for QoS/Energy tradeoffs.

Schaar and Shankar [103] presented a conceptual framework of cross-layer optimization

for different multimedia applications with different bandwidth intense, delay sensitivities, and loss

tolerances, and identified a coopetition-based paradigm and multiple strategies for quality/power

consumption tradeoffs in wireless local area networks.
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In particular, cross-layer optimizations for video applications have been studied. Schaar

et al. [117] proposed a joint cross-layer approach of application-layer packetization and MAC-

layer retransmission strategy, and developed on-the-fly adaptive algorithms to improve the video

quality under the bandwidth and delay constraint for wireless multimedia transmission.

There have been wide researches on performance/cost/energy/QoS tradeoffs for video

communications. Khan et al. [52] analyzed and evaluated theperformance gain and the commu-

nication cost of cross-layer design for a wireless multi-user video stream application. Khajeh et

al. [50] explored a cross-layer design approach to optimizethe overall system power consumption

by extending cognitive radio platforms and exploiting aggressive Adaptive Voltage Biasing (AVB).

They traded off system level errors to reduce the power consumption of WCDMA radio transform

while maintains the required quality of service and minimizing the performance degradation.

Researchers have also considered error features of video applications for cross-layer op-

timizations in wireless communications. Bajic [7] developed cross-layer error control schemes

considering joint source rate selection and power management for wireless video multicast. Kha-

jeh et al. [51] recently proposed a cross-layer co-exploration considering algorithm of video en-

coding (at the application layer) and the power management of a wireless modem (at the physical

layer), They exploited the inherent error tolerance of multimedia communications and maximized

the energy reduction of wireless modem while maintaining the video quality.

These efforts have focused on coordinating resources across system layers with proxy-

based technique, middleware-driven approaches, and OS-level adaptation for power/performance/QoS

tradeoffs in mobile multimedia embedded systems. However,they have not taken into account

timeliness issue and reliability optimization significantly.

2.2.2 QoS/Power/Timing Tradeoffs

Power management techniques such as power shutdown and voltage/frequency scaling

techniques have been investigated intensively. Especially, the inherent tolerance of timeliness in

multimedia applications is effectively exploited to maximize resource efficiency such as power

reduction.

Qiu et al. [97] proposed a new modeling for optimization techniques between power

and QoS management in distributed multimedia systems. Theypresented the power modeled
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multimedia systems based on a generalized stochastic Petrinet model, and guaranteed the QoS

in the context of timeliness (i.e., the combination of delayand jitter). Hua et al. [41] exploited

the tolerance of deadline misses in multimedia applications to maximize the energy reduction of

the system. They proposed online and offline voltage scalingtechniques by incorporating uncer-

tainties of task execution times while maintaining the quality of service at the user level in terms

of completion ratio. Abdelwahed et al. in [1] presented an online control framework for self-

managing computer systems. They developed an online controller to manage the desired QoS and

to decide the best control action for power management undera time-varying workload.

Recently, Kim et al. [53] proposed a unified framework that allows coordinated inter-

actions among sub-layer optimizers through constraint refinement in a compositional cross layer

manner to tune the system parameters. They also presented a compositional cross-layer opti-

mization by coordinating local optimizers and refining constraints in resource-limited real-time

distributed systems [55].

These studies have successfully discussed the timing issuein mobile embedded systems,

and explored the tradeoff space with performance, energy, QoS, and timeliness for real-time appli-

cations. However, the reliability issues and coordinatingissues of control schemes across system

abstraction layers for further system-level optimizationhave not been considered clearly.

2.3 Reliability across System Layers

This section discusses reliability issues in mobile embedded systems and classifies er-

rors and their control schemes according to system abstraction layers as shown in Figure 2.3.

Failures and protection techniques at the hardware layer will be presented in Section 2.3.1, soft-

ware failures and protection techniques at the applicationand middleware layers will be discussed

in Section 2.3.2, and failures with their protection techniques will be summarized in Section 2.3.3.

Note that errors and error control schemes in this section include limited examples of existing

classes and techniques.
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Figure 2.3: Examples of Errors and Redundancy Techniques atEach Abstraction Layer

2.3.1 Reliability at the Hardware Layer

Failures at the hardware layer include soft errors, permanent failures, system crashes,

etc. These failures result from external radiations such alpha particles and neutrons, high temper-

ature, battery loss, poor design, and aging. Reliability for hardware components are measure in

FIT (Failures in Time), MTTF (Mean Time to Failure), and MTBF(Mean Time between Failures)

in general. FIT measures a number of errors in one billion operation hours of a device, MTTF

indicates how long it takes to meet a failure and MTBF indicates how long it takes from a fail-

ure to the next failure. To recover hardware components fromthese failures, spatial redundancy

and data redundancy techniques have been developed [96]. Spatial redundancy techniques include

TMR (Triple Modular Redundancy), duplex, RAID (Redundant Array of Inexpensive Disks) level

1, etc. Data redundancy schemes include ECC (Error Correction Code), EDC (Error Detection

Code), RAID level 5, etc.

These hardware failures increase as technology scales and integration increases. For

instance, the soft error rate for SRAM (Static Random AccessMemory) increases by several orders

of magnitude times every technology [8]. Conventional protection techniques are very effective

but expensive. For example, an ECC scheme for caches incur upto 95% performance penalty [70]

and up to 22% power overhead [95] without any optimization. Recent techniques have focused

on the system optimization with minimal overheads and maximal reliability. However, they still

incur overheads while our cooperative, cross-layer protection improves the resource efficiency, not

incur overheads.
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2.3.2 Reliability at the Application and Middleware Layers

Examples of failures at the application and middleware layers are wrong outputs, infinite

loops, and crashes. The main reasons causing these failuresinclude incomplete specification, poor

software design/implementation, programming bugs, and unhandled exceptions. To measure the

reliability of software, metrics include the number of bugsper Kilo Lines of Code (KLOC), MTTF,

and MTBF. Traditional approaches include spatial redundancy techniques such as N-version pro-

gramming and N-block recovery, and temporal redundancy techniques such as rollback recovery

with checkpoints [96].

As the complexity of a system increases, software errors at the application and middle-

ware layers become dominant. For example, there exists at least several bugs per KLOC when

programmers write codes. Further, it is hard to test and debug codes, and it is expensive to apply

conventional fault-tolerant techniques. For instance, rollback error recovery with checkpoints is

inappropriate for real-time applications since it does notguarantee the completion time of a task.

2.3.3 Reliability at the Network Layer

Researches have focused on the network reliability extensively since networks, in par-

ticular wireless networks, are unreliable. Briefly, they consider data (frame or packet) losses,

deadline misses, node or link failures, and system down. Unreliable network features are main

reasons including congested routers, noisy and interferedchannels, and even malicious attacks.

As quality metrics to measure the reliability of networks, there exist SNR (Signal to Noise Ratio),

packet loss rates, deadline miss rates, MTTF, MTBF, and MTTR(Mean Time to Recovery), which

indicates how long it takes to recover system from failures.

In network stacks (Figure 2.1), two layers such as data link and transport layers are

involved in error controls for hop-to-hop reliability and end-to-end reliability, respectively. Re-

searchers have investigated a lot of techniques, and examples include data redundancy such as

CRC (Cyclic Redundancy Check), temporal redundancy such asretransmission, and spatial re-

dundancy such as node replication and multiple radios (e.g., MIMO or Multiple-Input Multiple-

Output). Interestingly, there have been several joint techniques to combine multiple approaches

across OSI 7 layers for optimal solutions [118, 117].
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However, no efforts have been investigated to increase reliability with minimal costs

in a cross-layered manner for mobile embedded systems. In the following Chapters, we present

our cost-efficient proposals by exploiting existing error control schemes across system abstrac-

tion layers in resource-constrained mobile embedded systems, and address explicitly the tradeoffs

between reliability and other design constraints such as performance, power, and QoS for system-

level optimization.
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Chapter 3

Partially Protected Caches: Enabling

Reliability at the Hardware Layer

3.1 Motivation

The increasing incidence and adverse effects of soft errors, or radiation-induced tran-

sient faults, pose an overarching challenge in computer system design. Soft error is the phe-

nomenon of temporary change of the state of a logic gate in an integrated circuit under the influ-

ence of radiation coming from packaging material or cosmic rays strike on the silicon device. The

occurrence of soft errors may have catastrophic consequences for the system: the application may

generate incorrect results, try to access protected memoryregions, crash, or go into an infinite

loop.

Although the phenomenon of soft errors has been known for a long time, only recently

have shrinking feature sizes and lowering supply voltages resulted in a significant increase in

soft errors, making the presence of soft errors a real designconcern. The effects of soft errors

become more critical in embedded systems. For example, multimedia embedded systems are

used for remote sensing in space, surveillance in hostile territory, monitoring in highly radioactive

environments. It should be noted that these embedded systems may be difficult to reach if it is

necessary to recover from crash. Thus system failures caused due to soft errors in such systems

may be very difficult, if not impossible, to fix.
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The occurrence of soft errors is directly proportional to the exposed area of the logic

[13]. Since caches are one of the largest area contributors in the processor, they are most vulnerable

to soft errors. Previous research has therefore focused on protecting the caches against soft errors.

The use of Error Detection Codes (EDCs) like a parity check, and Error Correction Codes (ECCs)

like Hamming Codes has been suggested to protect the data in each line of cache. While a single bit

EDC can be used to detect single-bit errors,Single-Error Correction and Double-Error Detection

(SECDED) can correct single-bit errors and also can detect double-bit errors transparently. Since

most of the soft errors are single-bit errors (the frequencyof double-bit errors is about 2-3 orders of

magnitude less than that of single-bit errors), SECDED is a very effective architectural technique

to protect caches from soft errors.

However, protecting the caches using SECDED has significantpower, performance and

area overheads. Every time data from a cache line is read, theECC check needs to be performed

to see if an error occurred in this line. As a result, the errorcorrection logic becomes a part of

time-critical path in cache lookup. Previous research indicates that SECDED implementations

can increase the cache access time, power consumption, and area by more than 20% [70, 95, 60].

Embedded systems, which have very stringent power and performance requirements, may not be

able to afford such high overheads. Thus there is a critical need for effective, yet low-overhead

architectural techniques to combat soft errors.

This chapter proposes the effectiveness of the cross-layerapproach to design a hard-

ware/software joint solution to mitigate the impact of softerrors for cache-oriented embedded

systems. Our approach to reduce such overheads is based on the observation that in multimedia

applications,not all data is equally failure critical. The image data, or audio data, is not as critical

for failure as the loop variables or the stack pointer. Whilethe occurrence of a soft error in an

image pixel may only result in a slight degradation in the image quality, a soft error in the loop

variable may result in a segmentation fault. In such a case, we say that the image pixel is afailure

non-critical (FNC) data item, while the loop variable is afailure critical (FC) data item. While it is

important to keep all the failure critical data in a soft error protected cache, the failure non-critical

data can be kept in cache that is not protected from soft errors.

To exploit the difference in the failure-criticality of thedata in multimedia applications,

we propose a novel architecture - Partially Protected Cache(PPC). A PPC architecture maintains
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Figure 3.1: Overview of our proposal, PPC and unequal protection in a cross-layered manner

two caches at the same level of memory hierarchy. One of the caches is protected from soft errors,

while the other one is unprotected. By mapping the failure critical data into the protected cache,

and mapping the failure non-critical data into the unprotected cache, the failure rate of applications

can be drastically improved. Note that this improvement in failure rate is obtained mostly at the

cost of QoS with very small impact on power and performance.

As shown in Figure 3.1, PPC provides an unequal protection byexploiting the feature

of applications, e.g., error-tolerance of multimedia data, for resource-constrained embedded sys-

tems. While an obvious partitioning technique exists for multimedia applications, there is no

known partitioning techniques for data and code in general applications. To efficiently find out

data and code partitions for PPC architectures in general applications, this chapter also presents

vulnerability-based page partitioning techniques.

In the rest of this chapter, we focus on developing a microarchitectural solution (PPC)

and page partitioning techniques for resource-constrained embedded systems. Thus, our PPC

solution with unequal protection exploits the content-awareness (e.g., the error-tolerance of mul-

timedia data) and the time-awareness (e.g., the vulnerability of data and code and its relationship

with SER) in a cross-layered manner to combat soft errors with minimal costs, as shown in Fig-

ure 3.1.
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3.2 Related Work

3.2.1 Soft Errors

Soft errors, i.e., transient faults, bit-flips, or single-event upsets (SEU), are caused pri-

marily by external radiations in microelectronic circuits, and have been investigated extensively

since late 1970’s.

Figure 3.2 [77] illustrates the mechanism of a soft error event in a CMOS device. When

energetic particles such as alpha particles, neutrons and protons from packaging material or cosmic

rays strike on the silicon device, they generate electron-hole pairs in the wake. The source and

diffusion nodes of a transistor can collect these charges,Qcollected. WhenQcollected becomes more

than some critical value,Qcritical , the state of the logic device, e.g., a Boolean gate may invert.

Since this logic toggle is temporary, the occurrence of sucha defect is called a transient or soft

error.

Figure 3.2: External radiation may induce soft error

3.2.2 Soft Error Rate and Vulnerability

The soft error rate (SER) in Figure 3.2 is related as

SER ∝ Nf lux×CS×e−(
Qcritical

Qs
) (3.1)

whereNf lux is the intensity of the neutron flux,CSis the area of the cross section of the node, and

Qs is the charge collection efficiency [38]. SinceQcritical is proportional to the node capacitanceC

and the supply voltageV, SER has an exponential relationship with the supply voltage as well as
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the capacitance from Equation (3.1). Thus, with decreasingsupply voltage and shrinking feature

size, the rate of soft errors will increase exponentially [38, 124]. In fact, Baumann [8] predicts

that the SER in the next generation SRAMs will be up to two orders of magnitude higher while

the SER of DRAMs has been saturated. Multiplied by the trend of increasing size of SRAMs in

multimedia embedded systems, the SER is becoming an important design concern.

On the other hand, the unit of SER, FIT (Failures in Time), is the number of soft errors

per Mbit for one billion-operation hours. Thus, the SER is linearly proportional to the cache size

and the execution time apparently. However, the possibility of a fault (i.e., upset) to effect an error

(i.e., soft error) is not directly proportional to the cachesize and the execution time since all upsets

do not propagate errors. Therefore, there is a definite need for an accurate metric to estimate soft

errors.

Substantial work has concentrated on estimating the soft error rate, and the correspond-

ing failure rate. Architectural Vulnerability Factors (AVF) [88] was defined as the probability that

a fault in a particular structure will result in a visible error in a final output. However this factor

is constant for a given structure, and is not application dependent. This methodology has been

widely exploited [80], and also extended to present the vulnerability of the cache systems [6, 5].

In particular, Asadi et al. presented the critical time of the critical word , the residency time of the

word data in caches, and examined the vulnerability of the cache components and the effects of

cache policies such as flushing, write-thru and refreshing.However, they did not capture the byte-

level residency time, and ignored the effects of the write operation in a word on the other words in

the same line at eviction. Similarly, the temporal vulnerability factor (TVF) [119] and the cache

vulnerability factor (CVF) [135] have been proposed as metrics to estimate the vulnerability of the

caches to soft errors. However, they failed to present the actual relationship of the vulnerability

factor and the failures of applications.

3.2.3 Soft Error Protection Techniques

Solutions to combat the challenge of soft errors have been proposed at various levels of

design abstraction from process technology to architectural solutions. We briefly review related

work and position our research with respect to these efforts.
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3.2.3.1 Packaging and Process Technology Solutions

Radioactive substances such as alpha particles emitted by packaging and wafer process-

ing materials are one of the major sources of radiations thatcause soft errors in semiconductors.

Thus, advances in process technology such as purification ofpackaging materials, radiation hard-

ening, and elimination of Boron-10 (B10) impurities are expected to mitigate the soft errors [9].

However, the effects of interaction between high energeticcosmic particles (e.g., neutrons) and

radioactive materials cannot be prevented completely [77].

Process technology solutions such as SOI (Silicon On-Insulator) processes [89, 102]

have been proposed. In order to mitigate the soft errors, they extend the depletion region or

raise the capacitance, which increases the critical chargeof semiconducting devices. However,

process engineering technology may require the cost of additional process complexity, the loss of

manufacturability, and extra substrate cost [8].

3.2.3.2 Processor Architecture Solutions

Solutions for Combinational Logic. Logic elements were considered more robust

against soft errors than memory elements mainly due to the masking effects. However, many

researchers predict that the logic soft errors will become one of main contributions to the system

unreliability [107, 8, 92]. The simplest and most effectiveway to reduce failures due to soft er-

rors in combinational logic is Triple Modular Redundancy (TMR) [96], which typically uses three

functionally equivalent replicas of a logic circuit and a majority voter. But the overheads of hard-

ware and power for conventional TMR exceed 200% [92]. Duplexredundancy [81, 92] is also

available but it requires more than 100% area and power overheads without any optimization tech-

niques. In order to reduce the high overheads in conventional redundancy techniques, Mohanram

et al. [81] presented a partial error masking by duplicatingthe most sensitive and critical nodes in

a logic circuit based on the asymmetric susceptibility of nodes to soft errors. Nieuwland et al. [92]

proposed a structural approach analyzing the soft error rate sensitivity of combinational logic to

identify the critical components at circuits.

Solutions for Sequential Logic. Temporal redundancy is another main approach that

has been used to combat soft errors in circuits. In order to detect soft errors, Nicolaidis [91] applied
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fine time-grain redundancy within the clock cycle greater than the duration of transient faults by

using the temporal nature of soft errors. Similarly, Anghelet al. [4] exploited the temporal nature

to detect timing errors and soft errors by means of time redundancy. Krishnamohan et al. [59]

proposed the time redundancy methodology by using the timing slack available in the propagation

path from the input to the output in CMOS circuits. A Razor [26] flip-flop was presented to detect

transient errors by sampling pipeline stage values with a fast clock and with a time-borrowing

delayed clock.

Solutions for Memories. By far, reducing soft errors in memories has been the most

extensive research topic. Error detection and correction codes (EDC and ECC) have been widely

investigated and implemented as the most effective scheme to detect and correct soft errors in

memory systems. However, an ECC system consists of an encoding block as well as a decoding

block responsible for detection and correction, and of extra bits storing parity values. Thus, ECC-

based techniques consume extra energy and incur performance delay as well as additional area

cost [96, 95, 70, 60], and are therefore not suitable for caches. Thus, only a few processors such as

the Intel Itanium processor [98] protect L2 and L3 caches with ECC [110], but we are not aware

of any processor employing ECC-based protection mechanismon L1 cache. This is mainly due

to high overheads of ECC implementation [56, 85, 138]. Zhanget al. [137] proposed in-cache

replication where the dead cache block space is recycled to hold replicas of the active cache block.

Also, Zhang [136] presented replication cache where a smallfully associative cache is added to

keep the replica of every write to the L1 data cache. However,these techniques incur overheads to

maintain replicas. A cache scrubbing technique [87] has been proposed, which can fix all single-

bit errors periodically and prevent potential double-bit errors. Li et al. [72] evaluated the drowsy

cache and the decay cache exploiting voltage scaling and shut-down schemes, respectively, in

order to efficiently decrease the power leakage. They also proposed an adaptive error correcting

scheme to different cache data blocks, which can save energyconsumption by protecting clean

data less than dirty data blocks. Kim [56] proposed the combined approach of parity and ECC

codes to generate the reliable cache system in an area-efficient way. However, they all exploit

expensive error correcting codes in order to protect all thedata unnecessarily.

Partially Protected Cache Architecture

We have proposed the PPC architecture and demonstrated the effectiveness in reducing
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the failure rate with minimal power and performance overheads [65]. However, the effectiveness

of PPCs has been limited only on multimedia applications, and there is no known approach to use

PPCs for both data and instruction caches in general applications.

3.2.4 Software Solutions

Software-only techniques have been studied to protect dataand code from soft errors.

Both software and hardware techniques have their own advantages and disadvantages in combating

the impacts of soft errors. For example, hardware techniques increase the resource cost with

high effectiveness to detect and even correct errors while software solutions mostly do not incur

hardware costs with minimal coverage such as only error detection.

Reis et al. [101] presented the software-implemented faulttolerance (SWIFT) for soft

error detection by exploiting unused resources and enhancing control-flow checking. Also, Luc-

cetti et. al [76] proposed software mechanisms to tolerate soft errors by leveraging virtual machine

and memory sharing techniques. However, they are limited only to detecting errors, and must be

used in conjunction with recovery techniques. Through the user-specified annotations, the com-

piler can separate and map data elements in programs to reliable domain which has protection

techniques against soft errors, and to unreliable domain without protection [14]. But it requires

the annotation for important data by user specification.

Soft error detection in software is extremely expensive in terms of delay, while it can

be done without much overhead in hardware. In contrast, since the soft error rate is very low (as

compared to processor clock cycle), soft error correction is efficient in software while it incurs too

much overhead in hardware. Consequently, a combined approach that achieves the best of both

hardware and software solutions will be very efficient. However, there is no hardware-software

hybrid approach for soft error mitigation in resource-constrained embedded systems.

The PPC architecture with software page partitions is the promising one as a joint solu-

tion of hardware-software techniques. The compiler separates the failure critical and failure non-

critical data and maps each of them into the two caches in a PPCfor the selective data protection

technique in multimedia applications [65]. However, thereis no obvious partitioning technique

for general applications, and this thesis proposes a general page partitioning technique not only

for data PPCs but also for instruction PPCs.
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3.3 Architecture of Partially Protected Caches (PPC)

To provide different levels of protection against soft errors, we propose a novel cache

architecture, Partially Protected Cache (PPC). Our concept of Partially Protected Cache is derived

from the concept of Horizontally Partitioned Caches (HPC) [33]. HPC is a promising technique

in which the processor has multiple (typically two) caches at the same level of memory hierarchy,

and partitioning the application data and code wisely between the two caches can improve both

performance and energy consumption [33, 108]. Similarly, PPC architectures will have multiple

caches at the same level of memory hierarchy, varying in the level of soft error protection they

provide. In particular, we consider two caches at the L1 level, named the protected cache and

the unprotected cache as shown in Figure 3.3. The protectionagainst soft errors in the protected

cache can be provided by any of the existing techniques, e.g., increased transistor size, increased

supply voltage, SEC-DED, etc. In this thesis, we consider that the protected cache has SEC-DED

to correct one bit error and detect two bit errors.

The memory is mapped to the two caches at a page level of granularity. Each page has

a Cache Mapping Attribute or CMA. CMA defines which cache the page is mapped to. When a

new page is requested in the cache, it comes into the cache defined by the CMA. CMA is stored

in the Translation Look-aside Buffer (TLB) along with the address mapping. When the processor

requests any cache data, first the TLB lookup is performed to see if the page is present in the cache,

and if yes, to figure out which of the two caches is selected. Therefore, only one cache lookup is

performed per access. Note that our approach for data partitioning into the two caches does not

increase the number of pages, nor the number of TLB misses. Every time data is written into the

cache, the data has to be encoded, and every time it is read from the cache, the data needs to be

decoded and a check needs to be performed for occurrence of soft errors. Thus, the SEC-DED

decoder becomes a part of timing critical path, and has powerand performance overheads.

In order to minimize the performance impact of the PPC architecture, the protected

cache should be small, so that the total penalty of the protected cache and the SEC-DED imple-

mentation is less than or equal to that of the unprotected cache. However, since the protected

cache is now smaller, it is important to map data very carefully into this cache. Mapping too much

data into the protected cache can result in frequent misses,and therefore degrade performance.
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3.4 Page Partitioning Techniques

3.4.1 Application Data Partitioning in Multimedia Applica tions

To compare the susceptibility of application data on soft errors, we devised a simple

experiment. The data that the application accesses is divided into pages. We injected soft errors

randomly in only one page, and simulated the application several times to estimate the failure rate.

Soft errors were injected with a constant probability per line, and per unit time, only in the lines

of the page that are in the cache. Figure 3.4 shows soft errorsin some pages are much more likely

to cause an application failure than soft errors in other pages. In fact, for an image processing

benchmark -susan edgesfrom the MiBench suite [36], soft errors in only some of the pages (9

out of 83) cause an application failure. Soft errors in most of the other pages do not result in

a failure. The degradation in quality typically shows up in the form of white/black pixels in the

output image. A simple analysis reveals that the pages that do not cause failures are the image data,

and the pages that contain stack variables, and other program variables cause failures. Existing

solutions that protect the whole cache using ECC is an overkill for these multimedia data pages,

especially in situations where a little loss in quality of service can be tolerated. An ideal solution

would provide protection to only the pages that may cause application failures, and reduce the

overheads by not protecting data that may not cause application failures.

To exploit the PPC architecture, the compiler has to categorize and partition the appli-

cation data into the protected and the unprotected cache. Ingeneral, a detailed analysis for each

variable is needed to be able to partition the application; fortunately the characteristics of mul-
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Figure 3.4: Failure rate distribution (benchmark :susan edges) - failures are reported in occur-
rences of soft errors at only 9 pages out of 83

timedia applications simplify this analysis. In multimedia applications, while a soft error in an

image pixel may only cause minor distortion in the image, or negligible loss in QoS, a soft error

in the loop control variable may result in memory segment violation, or a failure. Other examples

of failures caused by soft errors include system crash and the infinite execution of a loop. For

multimedia applications, we define the multimedia data as failure non-critical (FNC), and all the

rest of the data as failure critical (FC).
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Figure 3.5: Size of failure critical and failure non-critical data in applications

Figure 3.5 plots the percentage of failure critical and failure non-critical data in the var-

ious multimedia benchmarks, as found by our method. We have observed that even this simple

strategy can mark between 30% to 63% of data as failure non-critical. A better data analysis tech-

nique can discover additional failure non-critical data, and therefore will improve the effectiveness
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of our technique. However, even the simple technique of finding the failure critical data is quite

effective. Also note that it is very easy for the designer to manually identify the multimedia data,

since it is typically present in large arrays.
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Figure 3.6: Cache miss rates of failure critical and failurenon-critical data (benchmark -susan
smoothing)

The other concern with mapping data to the small protected cache in PPC might be

the possible negative impact on performance. Figure 3.6 plots the cache miss rates of the failure

critical and failure non-critical data for various cache sizes. We observe that the slope of the miss

rate of the failure critical data is less than that of the failure non-critical data. This implies that

the size of the protected cache can be reduced without much performance penalty. The reason

behind this observation is that the failure critical data that we have marked comprises of the local

variables, function stack, etc. which have much better cache behavior than that of the multimedia

data. As a result, we can achieve low failure rates without significant power and performance

overheads.

3.4.2 Page Partitioning in General

3.4.2.1 Vulnerability: A Metric for Failure Rate

To choose pages to be mapped to the protected cache, we need a metric to quantitatively

compare page partitions in terms of susceptibility to soft errors. We use the concept of vulnera-

bility [5, 88, 119, 135], to partition the data into the protected and unprotected caches in a PPC.

We observe that if an error is injected in a variable that willnot be used, the error does not matter.
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Vulnerability vs. Failure Rate (Susan Corners)
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Figure 3.7: Vulnerability and Failure Rate: vulnerabilityis a good metric for estimating failure
rate

However, if the erroneous value will be used in the future, then it will result in a failure. Thus a

data is defined to bevulnerable for the time it is in the unprotected cache until it is eventually

read by the processor or written back to the memory. The vulnerability of an application is just

the summation of the individual data vulnerability, which is measured in cycles to present the

vulnerable time of this data.

To validate our idea using vulnerability as a failure rate metric, we simulated thesusan

cornersbenchmark from MiBench suite on a modifiedsim-outordersimulator from SimpleScalar

to model HP-iPAQ like system for various L1 cache sizes. Figure 3.7 plots thevulnerability and

the failure rate obtained by simulations. To estimate the failure rate, we injected soft errors on

data caches for each execution of the benchmark, counted thenumber of failures out of a thousand

executions, and calculated in a percentage by multiplying 100 with the number of failures divided

by the number of runs. Each execution is defined as a success ifit ends and returns the correct

output. Otherwise, it is a failure. Figure 3.7 shows that theshape of thevulnerability closely

matches the failure rate curve. Other applications also show similar trends. On average, the error

in predicting the failure rate usingvulnerability metric is less than 5%. In this chapter, we use

vulnerabilityas the metric to estimate the failure rate, and perform automated design space explo-

ration to decide the page partitioning between the two caches of a PPC. Reducing vulnerability can

be contrary to performance improvement. For example, to reduce the vulnerability of data, data

should not remain in the cache for long. It is better to evict and reload the reused data to reduce

the vulnerability, but this may degrade performance. Therefore, there is a fundamental trade-off
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between performance improvement and vulnerability reduction.

3.4.2.2 Page Partitioning: DPExplore

DPExplore(rPenalty, eWidth, pCount)
01: pageMap0 = 0...0
02: runtime, power,vulnerability= simulate(pageMap0)
03: con f ig0 = (pageMap0,runtime, power,vulnerability)
04: for (k = 0;k < eWidth;k++)
05: bestCon f igs.insert(con f ig0)
06: endFor
07: for (; ;)
08: newBestCon f igs= bestCon f igs
09: for (i = 0;i < eWidth; i ++)
10: for ( j = 0; j < pCount; j ++)
11: testCon f ig= addPage(newBestCon f igs[i], j)
12: runtime, power,vulnerability= simulate(testCon f ig.pageMap)
13: if (runtime< con f ig0.runtime× 100+rPenalty

100 )
14: if (vulnerability< newBestCon f igs[0].vulnerability)
16: newBestCon f igs.insert(testCon f ig, runtime, power,vulnerability)
17: endIf
18: endIf
19: endFor
20: endFor
21: for (i = newBestCon f igs.length(); i > eWidth; i−−)
22: newBestCon f igs.delete[i −1]
23: endFor
24: if (newBestCon f igs[0].vulnerability< bestCon f igs[0].vulnerability)
25: bestCon f igs= newBestCon f igs
26: else break;
27: endIf
28: endFor

Figure 3.8: DPExplore: an exploration algorithm for data partitioning

Figure 3.8 outlines our DPExplore partitioning algorithm,which starts from the case

when no page is mapped to the protected cache. In each step, pages are moved from the unpro-

tected to the protected cache, to minimize the vulnerability under the runtime penalty. Our page

partitioning algorithm takes two parameters: (i) allowable runtime penalty (rPenalty), and (ii) ex-

ploration width (eWidth), i.e., how many partitions are maintained as best configurations for the

whole exploration. DPExplore usespCount, the number of pages in a benchmark, and searches

for page mappings that will suffer no more than the specified runtime penalty, while trying to

minimize the vulnerability. DPExplore maintains a set of best page mappings found so far (Line

05) inbestCon f igs, sorted in increasing order of vulnerabilities. After initialization, the algorithm

goes into a forever loop in Line 07. It takes each existing best solution and tries to improve it by

mapping a page to the protected cache (Lines 11-12). If the new page mapping is better than the
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worst solution in thenewBestCon f igs, then the new page mapping is saved in the list. The loop in

Lines 09-20 is one step of exploration. After each step, the new set of page mappings is trimmed

down to exploration width (Lines 21-23). The termination criterion of the exploration is when an

exploration step cannot find any better page mapping. In other words, no page can be mapped to

the protected cache to improve vulnerability (Lines 24, 26)under the runtime penalty. Otherwise,

the global collection of the best page mappings are updated (Line 25). The complexity of our DP-

Explore isO(N!Wm), whereN is the number of pages to be explored,N! is N× (N−1)× ...×1,

W is the exploration width, andO(m) is the complexity of a simulation to evaluate a page partition.

Note that our exploration technique is a profile-based approach, which works well if the

page mapping of application codes and input data does not change. Our proposal, DPExplore, is

very effective for such applications.

3.5 Effectiveness of PPC

3.5.1 Experimental Framework

Page Mapping

Executable Synthesis

CACTI

Analysis
Failure Rate

Runtime

Power

Area

PPC Cache Configuration

Application

protected cache parameters
unprotected cache parameters

Compiler PPC Cache
Simulator

Figure 3.9: Experimental Framework

To demonstrate the effectiveness of PPC architecture, we have developed a compiler-

simulator-analyzer framework as shown in Figure 3.9. A compiler generates a page mapping

list and an executable, a simulator (modifiedsim-cacheandsim-outordersimulators from Sim-

pleScalar [11]) runs an executable by mapping pages according to cache configurations, and the

outputs are analyzed in terms of performance, power, failure rate (or vulnerability), and QoS.

Simulation frameworks are detailed in several publications [65, 64].
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3.5.2 Experimental Results

3.5.2.1 Effectiveness of PPC for Mobile Multimedia Applications

Similar to caches in the Intel XScale architecture, the Unsafe cache configuration con-

sists of a 32 KB unprotected cache, the Safe cache configuration consists of a 32 KB protected

cache, and the PPC configuration consists of a 32 KB unprotected cache and a 2 KB protected

cache.
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Figure 3.10: Effectiveness of our PPC architectures - PPC achieves minimal failure rates with
minimal energy and performance overheads

Figure 5.8(a) shows that the PPC configuration achieves failure rates close to those of

the Safe cache configuration, and both of these configurations achieve failure rates about 47× less

than that of the Unsafe cache configuration on an average. Figure 5.8(a) plots the failure rates

achieved by the three cache configurations on a logarithmic scale, and they are normalized to the

failure rate of the Unsafe cache configuration. In both the Safe and PPC configurations, failures

occur only due to double-bit soft errors since all the single-bit errors are corrected by SEC-DED
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implementation in protected caches while both single-bit soft errors and double-bit soft errors

cause failures in the Unsafe configuration. Figure 5.8(a) shows that in some benchmarks (e.g.,Su-

san Smoothing) PPC configuration results in lower failure rate than the Safe cache configuration

and in some benchmarks (e.g.,Susan Corners) the Safe cache configuration is better. However, in

most benchmarks PPC configurations provide failure rates close to those of Safe cache configura-

tions, and much lower than those of Unsafe cache configurations.

Figure 3.10(b) shows that PPC configuration achieves the performance close to that of

the Unsafe configuration, and incurs only less than 1% performance overhead than the Unsafe

configuration on an average while the Safe configuration incurs about 19% performance overhead

mainly because of cache access time penalty. Figure 3.10(b)plots the runtime for the three cache

configurations. The runtimes are normalized to the runtime of the Unsafe cache configuration.

The plot shows that as compared to the previously proposed Safe cache configuration, the PPC

configuration has on an average 16% performance improvement.

Figure 5.8(c) shows that PPC configuration consumes less system energy than the Safe

configuration. Figure 5.8(c) plots the system energy consumption of the three cache configurations

normalized to that of the Unsafe cache configuration. The plots show that as compared to the

Safe cache configuration, the PPC configuration consumes 8% less energy on an average. As

compared to the Unsafe cache configuration, the PPC configuration consumes about 3% more

energy while the Safe configuration consumes 13% more energyon an average mainly because

of unnecessary protection for multimedia data, which is saved by PPC approach. Note that the

energy consumption indicates the energy consumed by the whole system including processor,

data cache, memory, and off-chip buses. If we consider only energy consumption of the memory

subsystem, PPC configuration is more effective since the processor energy consumptions for each

cache configuration are the same. For example, PPC cache configuration consumes the memory

subsystem energy 20% less than the Safe configuration.

To simplify the multi-dimensional comparison of various metrics (failure rate, energy,

runtime), we define a composite quality metric (CMc f g) for each cache configuration,c f g, as

CMc f g = Fc f g×Rc f g×Ec f g, whereFc f g is the logarithmic failure rate,Rc f g is the runtime, and

Ec f g is the energy consumption for a cache configurationc f g. The lower the composite metric,

the better the configuration. Figure 3.10(d) shows the composite metric for all the three cache
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configurations for each benchmark. The plot clearly shows that the PPC configuration is a superior

design choice. The PPC configuration is 40× better than the Unsafe cache configuration, and 2×

better than the Safe cache configuration in terms of a composite metric.
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Figure 3.11: Evaluation of Quality and Area

Figure 3.11(a) shows that PPC configuration results in better QoS than the Unsafe con-

figuration and worse QoS than the Safe configuration. Figure 3.11(a) plots the QoS of the three

cache configurations normalized to the QoS of the Unsafe cache configuration. The plots show

that as compared to the Safe cache configuration, our PPC configuration incurs a QoS penalty of

32%, while as compared to the Unsafe cache configuration our PPC configuration improves the

QoS by 54% on an average. Note that QoS values are exaggerateddue to accelerated SER in order

to observe the failure rates in a reasonable amount of simulation time. Table 3.1 presents the video

quality in PSNR using a benchmarkH263 encoderfor the three configurations according to SER,

and clearly shows that the quality degradation of PPC configurations is negligible (less than 5%

other than SER = 10−9) compared to that of Safe configuration.

Figure 3.11(b) compares the area among the Unsafe, Safe, andPPC cache configurations

along the total cache sizes. The plot shows that the area overhead for the PPC cache configuration

Table 3.1: Video Quality in PSNR (dB) according to SER

SER Unsafe Safe PPC

10−9 16.39 31.79 19.67
10−10 26.22 33.35 31.89
10−11 32.40 33.46 33.40
10−12 33.39 33.46 33.45
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is smaller than that for the Safe cache configuration since the PPC configuration just implements

the SEC-DED algorithm for the only small size of mini cache, which remains the same size for

the coding and decoding blocks but reduces the storage size for the control bits. In one specific

configuration as 32 KB data cache for the Unsafe, Safe and PPC,which has extra 2 KB protected

cache, the area overhead for the Safe cache configuration compared to the Unsafe cache configu-

ration shows about 22% but the PPC cache configuration can be implemented with just 7% area

overhead, which means that we can reduce around 12% area whenwe build the PPC configuration

cache instead of the Safe one.

To summarize, our results demonstrate that as compared to the traditional Unsafe cache

configuration, our proposed PPC cache configuration can reduce failure rates by 47×, while incur-

ring only 1% runtime, 3% energy, and 7% area overhead with improved QoS. As compared to the

previously proposed Safe cache configuration, our proposedPPC cache configuration can achieve

almost the same failure rates while improving both the runtime by 16%, energy by 8%, and area

by 12% at the cost of QoS. Thus, PPC architectures allow designers to explore configurations with

minimal failure rate by trading-off QoS at minimal power, performance, and area overheads.

3.5.2.2 Effectiveness of PPC for General Applications

We perform two kinds of experiments to demonstrate the effectiveness of DPExplore for

general applications. In the first set of experiments, we findthe page partition with the least vul-

nerability without any performance loss. Figure 3.12(a) and Figure 3.12(b) plot the vulnerability

ratio and the memory subsystem energy ratio, respectively,of the least vulnerability page partition

obtained by DPExplore.Vulnerability Ratioindicates the ratio of the vulnerability of thebase

caseto the vulnerability discovered by DPExplore. Similarly,Runtime RatioandEnergy Ratio

of the least vulnerability page partition obtained by DPExplore are presented in Figure 3.12(b).

Thus, each ratio greater than 1 implies the reduction of eachmetric. In case of no performance

penalty, our heuristic algorithm can discover partitions with on average more than 1.2 times re-

duction in vulnerability, i.e., 1.2 in vulnerability ratio, and only about 3% energy overhead, i.e.,

0.97 in energy ratio, over all benchmarks.

In the second experiment, we allow 5% performance degradation. Figure 3.12(c) plots

the vulnerability reduction and Figure 3.12(d) plots the increase in energy consumption of the
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Figure 3.12: Evaluation underNo Performance Penaltyand5% Performance Penalty: DPExplore
can significantly reduce the vulnerability at minimal runtime and power overheads

memory subsystem and the increase in runtime of the least vulnerability page partition obtained

by DPExplore. We observe 47× reduction in vulnerability on average, along with only 0.5%

degradation in runtime, and 15% increase in the total energyconsumption of the memory sub-

system. Compared to the case when all data are mapped to the protected 4 KB cache, i.e., the

completely protected cache, the runtime and the energy consumption of the page partition with

DPExplore are improved by 36% and 9%, respectively. Thus, even very small runtime degrada-

tion allows DPExplore to find page mappings that can significantly reduce the vulnerability for

general applications.
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3.6 Summary

Due to incessant technology scaling, soft errors are becoming a critical design concern

for system reliability. Especially, soft errors in caches are the most important due to large area and

low voltage beyond sub-micron technology. Previously, researchers have investigated the cost-

efficient redundancy technique at the hardware or componentlevel while those techniques still

incur the overheads in terms of power, performance, and area.

Based on the observation that not all data are equally important in terms of the failure

rate, we have studied a cross-layer approach by exploiting the feature of applications or data at

the application layer to combat the impact of soft errors at the hardware layer. For example,

soft errors on the multimedia data itself do not cause failures (i.e., multimedia data is failure

non-critical) while soft errors on other control data such as conditional or loop variables may

result in system failures (i.e., control data is failure critical). On the other hand, page partitioning

techniques for general applications have been proposed by exploiting the vulnerability of data and

codes to separate data and codes for unequal protection.

We proposed a novel cross-layer approach, in which our compiler partitions pages for

applications, and PPC architecture provides unequal protection at the hardware layer by exploiting

the application features such as the error-tolerance and vulnerability as shown in Figure 3.13. This

hardware-software joint solution is very effective to reduce the failure rate or the vulnerability

due to soft errors with minimal power and performance overheads in resource-constrained mobile

embedded systems.

Our experimental results showed that our technique reducesruntime by 16% and energy

consumption by 8% and maintains the same or the even better failure rate in comparison with ECC-

protected cache at the cost of QoS degradation for representative multimedia benchmarks. And

proposed page partitioning algorithm can effectively and efficiently explore to find page mappings

that result in 47 times reduction in vulnerability, i.e., infailure rate, at only 0.5% performance and

15% energy penalty on average in general application benchmarks.

The main contribution of our approach is in extending cross-layer design methodology

to combating hardware defects such as soft errors with minimal constraints. This cooperative,

cross-layer design methodology can be further expanded to mitigate several types of temporary
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Figure 3.13: Cross-Layer Protection – PPC and Page Partitioning Algorithms provide cost-
efficient unequal protection for resource-constrained embedded systems

faults at the hardware layer, e.g., logic components, scratch pad memories, communication archi-

tecture, etc, by exploiting the existing features at the application layer.
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Chapter 4

Error Aware Video Encoding: Enabling
Reliability at the Application Layer

4.1 Motivation

Due to the rapid deployment of wireless communications, video applications on mobile

embedded systems such as video telephony and video streaming have grown dramatically. A ma-

jor challenge in mobile video applications is how to efficiently allocate the limited energy resource

in order to deliver the best video quality or conversely, howto extend the lifetime of video deliv-

ery within the limited energy resource without degrading acceptable video quality. A significant

amount of power in mobile embedded systems is consumed by video processing and transmission.

Also, error resilient video encodings demand extra energy consumption in general to combat the

transmission errors in wireless video communications. Thus, it is challenging and essential for

system designers to explore the possible tradeoff space andto increase the energy saving while

ensuring the quality satisfaction even under dynamic network status. In this chapter, we introduce

the notion ofactive error exploitationto effectively extend the tradeoff space between energy con-

sumption and video quality, and present an adaptive error-aware video encoding to maximize the

energy saving with minimal quality degradation.

Tradeoffs between energy consumption and QoS (Quality of Service) for mobile video

communication have been investigated earlier [24, 37, 82, 83, 114, 131]. It is interesting to observe

that the delivered video data isinherently error-tolerant: spatial and temporal correlations between

consecutive video frames are used to increase the compression efficiency, and result in errors at

the reconstructed video data, and also a high quantization scale causes video data losses. These
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naturally induced errors and losses from the encoding algorithms degrade the video quality of

service, but they may not be perceived by the human eye. In this context, we pay attention to the

inherent error-tolerance of video data to increase the energy reduction for resource-constrained

embedded systems. For instance, relaxing the acceptable quality of the delivered video reduces the

overhead in compression for the exhaustive searching algorithm by exploring a partial area rather

than the entire region. Further, we exploit errors activelyfor the purpose of energy reduction. One

way of active error exploitation is to intentionally drop frames before the encoding process. By

dropping frames (a process similar to sampling), we eliminate the entire video encoding process

for these frames and thereby reduce energy consumption while sacrificing some loss in the QoS of

the delivered video stream. Note that the effects of dropping frames on video quality are partially

canceled with the nature of error-tolerance in video data.

To cope with transmission errors such as packet losses due tothe congested routers

and faded access points in wireless communication, error-resilient video encoding techniques

[16, 54, 120, 123, 134] have been investigated to reduce the effects of transmission errors on

QoS. Most existing error resilient techniques judiciouslyadapt their resilience levels considering

the network status such as packet loss rate. Our approach combines these error-resilient tech-

niques with intentional frame dropping, resulting in several pros and cons. First, we can improve

the video quality to the level that error-resilient video encoding techniques achieve by consider-

ing these frame drops as packet losses occurring in the network. Second, we can increase the

error margins that video encoders potentially exploit for maximal energy reduction, i.e., we can

drop more frames. On the other hand, the error-resilience increases the compressed video data in

general, and in turn raises the energy consumption for data transmission. As we show in this chap-

ter, this active error-exploitation approach with error resilient techniques significantly enlarges the

tradeoff space among energy consumption for compression, energy consumption for transmission,

and QoS in mobile video applications. Furthermore, our error-aware video encoding scheme ex-

tends the applicability of error resilient schemes, even when the network is error-free. Note that

previously proposed error-resilient video encodings weredesigned to work as a normal video en-

coding in case of error-free network, i.e., compressing video data as efficient as possible rather

than as error resilient, which incurs overheads due to highly complex encoding algorithms.

In this chapter, we discuss a new knob,Error Injection Rate(EIR) that controls the
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Figure 4.1: Overview of our proposal – EAVE (Error-Aware Video Encoding)

amount of data to be dropped intentionally. This EIR knob canbe used to explore the tradeoff

space between the energy consumption and video quality, unlike in previous approaches. Specif-

ically, we present an error-aware video encoding techniquewith EIR based on an existing error-

resilient video encoding, PBPAIR (Probability-Based Power-Aware Intra-Refresh) [54]. Our new

approach, called Error-Aware PBPAIR orEA-PBPAIR, is composed of two units: error-injection

unit and error-canceling unit. The error-injection unit drops frames intentionally according to

EIR to save the energy consumption. And the error-cancelingunit applies PBPAIR to encode

video data resilient against intentional frame drops in an energy-efficient manner. Active error

exploitation can reduce the overheads for transmission andeven the decoding, and results in the

energy savings of all components in an encoding-decoding path in distributed mobile embedded

systems. However, very aggressive error injection in EA-PBPAIR can degrade the video quality

significantly, and there is a need to monitor the delivered video quality in distributed systems and

to adjust the error injection rate to ensure satisfactory quality. Thus, we also presentadaptive EA-

PBPAIR, which adapts the error injection rate based on the quality feedback from the decoding

side while minimizing the energy consumption.

Figure 4.1 shows the outline of our EAVE (Error-Aware Video Encoding) technique,

which develops cross-layer communication between the application and the middleware. The

error injection unit (implemented at the middleware layer)monitors the network packet loss rate

and the video quality, controls the error injection rate, and translates the sum of packet loss rate

and error injection rate for the error rate parameter to the error resilient video encoder at the
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Figure 4.2: Constraints and knobs considered by previous approaches and our proposal

application layer. The error canceling unit is an error-resilient video encoding (e.g., PBPAIR),

which is implemented at the application layer. As shown in Figure 4.1, we maximize the energy

efficiency of previously proposed error-resilient video encodings by actively exploiting errors, i.e,

intentionally dropping frames. Thus, the error-resilience of video encodings at the applications

against network errors such as packet losses in the network has been expanded to recover the

intentionally induced frame drops at the middleware layer with perspective of the QoS. EAVE or

Error-Aware Video Encoding is a cross-layer technique thatsignificantly extends the tradeoff space

between energy consumption and video quality for resource-constrained multimedia embedded

systems.

4.2 Background

4.2.1 Energy/QoS-aware Video Encoding

With the increasing popularity of video applications on battery-operated mobile hand-

helds, energy-efficiency is an essential feature that mobile video applications consider along with

QoS. A standard video encoder in Figure 4.2 presents the basic flow of video compression algo-

rithms consisting of ME (Motion Estimation), DCT (DiscreteCosine Transform), Q (Quantiza-

tion), and VLC (Variable Length Coding). Firstly, the videoimage is separated into a certain size

of data blocks (e.g., 8×8 macro blocks or MB), and each data block is processed through a motion

51



estimation (ME) algorithm, which exploits the spatial-temporal correlations between video data.

After ME, each data block is transformed by a discrete cosinetransform (DCT) into its frequency

domain equivalent. Then each frequency component is quantized (divided by a quantization scale

value) to reduce the amount of data to be transmitted (Q). Finally, these quantized data is encoded

using a variable length coding technique (VLC). At each compression step, several parameters

need to be selected and each parameter affects the power and QoS. For example, full search and

diamond search [116] are two candidates for ME, and they havetradeoffs between energy con-

sumption for computation (diamond search is good since it searches for smaller area than full

search), energy consumption for communication (full search is good since it can potentially find

the reference data block with smaller difference than diamond search) and QoS (full search is

good since it can deliver less difference potentially). Mohapatra et al. [82] explored the effects of

video encoding parameters such as quantization scale, IP-ratio, and motion estimation algorithms

on energy consumption and QoS.

Energy and QoS aware adaptations have been studied for videoapplications on mobile

handhelds in a cross-layer manner [83, 131]. Mohapatra et al. [83] proposed an integrated power

management technique, which identifies interactive parameters among different system levels and

tunes them to reduce the power consumption by middleware adaptations aware of system config-

urations. Similarly, Yuan et al. [131] proposed a global cross-layer adaptation approach, which

coordinates CPU, operating system, and application to increase the energy efficiency. Yuan et al.

also proposed a practical voltage scaling to minimize the whole system energy of mobile devices

while meeting the time constraints of multimedia applications. Eisenberg et al. [24] considered

the transmission power along with the video quality at the decoder. To limit the amount of dis-

tortion in the delivered video with minimal transmission energy, they exploited the knowledge of

the concealment method at the decoder and the relationship between transmission power and the

packet loss probability.

Previous efforts have mostly studied the tradeoff between energy consumption and QoS,

but they did not take into account error resilience against unreliable transmission and they did not

consider active error exploitation.
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4.2.2 Error-Resilient Video Encoding

Video compression standards such as H.263 [45] and MPEG [86]increase the compres-

sion efficiency by exploiting the spatial and temporal correlations among consecutive frames with

minimal quality loss. However, these compressed video datacan be lost and eventually become

error-inclusive at the decoding side through the unreliable channels due to congested routers, link

failures, faded access points, etc. in wireless network. Thus, the effects of packet losses are prop-

agated to the following frames due to the nature of spatial and temporal dependency in encoding

techniques. To reduce these negative impacts on QoS, several techniques have been proposed and

roughly classified into two groups, error-resilient techniques and error-concealment schemes [16].

Typically, error-concealment techniques [27, 121] are implemented at the decoder by recovering

the lost data, and error-resilient techniques [16, 54, 120,123, 134] are designed at the encoder to

increase the robustness against the transmission errors byadding the redundancy.

For the purpose of error-resilient video, one of the most effective methods is to introduce

the intra-coded frame (I-frame) periodically since I-frames are decoded independently and protect

the propagation of the transmission errors in previous frames. We call this video encoding tech-

nique as GOP-K (Group-Of-Picture), where K indicates the number of predictively-coded frames

(P-frames) between I-frames. For instance, GOP-15 indicates a video encoding technique where

one GOP consists of 1 I-frame and 15 P-frames. Recently, Yanget al. [127] reorganized the regular

linear GOP structure to decrease the number of descendant frames using double-binary tree struc-

ture and thus errors propagate to only few frames. However, the transmission of I-frames causes

the delay and jitter due to relatively large size compared toP-frames, and the loss of I-frames is

more sensitive on QoS than P-frames [16, 54].

To mitigate both the propagation of the transmission errorsand the overheads of large

I-frames, intra-MB refresh approaches have been proposed [16, 54, 123]. Mainly intra refresh

techniques distribute intra-MBs among frames, and they notonly remove the overheads of I-

frames but also improve the error-resilience. Worrall et al. [123] introduced the Adaptive Intra

Refreshing (AIR), which updates the more important area of MBs more frequently. Cheng et

al. [16] allocated intra-MBs on a column-by-column basis ina progressive way considering the

residual error propagation, Progressive GOP (PGOP). Whilemost intra-MB refresh techniques
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have been focused on alleviating the effects of the transmission errors on the video quality, Kim et

al. [54] proposed an energy-efficient and error-resilient video encoding technique named PBPAIR,

and presented tradeoffs among error resilience, encoding efficiency, and energy consumption for

mobile handheld devices. Note that PBPAIR is not energy efficient in case of low packet loss rates

since PBPAIR (like other intra refresh video encoding techniques) is designed to compress the

video data as efficiently as standard video encoding.

Most approaches above have focused onpassive error exploitation, which means that

errors are used for relaxing the constraint considering thefeature of applications. On the contrary,

active (or aggressive) error exploitationmaximizes the feature of applications even by injecting

errors intentionally, which has not been applied previously to video encoding approaches.

4.2.3 Error-Aware Video Encoding: Our Proposal

While video encoding techniques did not consider error exploitation actively, system

designers have recently taken into account errors for theirpurposes. During system design, since

error detection and correction schemes demand high overheads, they exploit the features of ap-

plications running on the system they design, and relax the error-correction requirements for the

purpose of high yield rate and/or low energy consumption.

Kurdahi et al. [61] proposed an error-aware design scheme for memory subsystems.

They observed that strict 100% correctness is not required in some applications such as imaging,

video, and wireless communications. They scaled down the voltage level aggressively to the

point where the features of those applications can tolerateand let memory system expose errors

intentionally; then they achieve significant power savingsdue to the exponential relation between

the supply voltage and the dynamic power dissipation.

In computer networks, Harris et al. exploited packet loss toincrease energy-efficiency

by discarding the subsequent packets, which compose a larger frame with the lost packet at the ap-

plication layer (e.g., multimedia data) than a packet at theMAC (Media Access Control) layer [37].

Previously, the frame-induced packet discarding mechanisms were applied to avoid congestion

collapse [100], but even in the absence of congestion, they [37] aggressively used the framing-

aware link layer mechanisms to reduce the energy consumption, which may be wasted by blindly

processing each packet at the MAC layer from the transmission of unusable data at the end.
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While these approaches accept errors to their system designor network design, our

approachaggressively exploitsthe error tolerance of video data by introducing errors intention-

ally, and controls the error injection adaptively based on the feedback for the purpose of energy

reduction with minimal quality loss for mobile video applications. Therefore, our error-aware

video encoding uses errors actively to achieve maximal energy gain while ensuring the QoS and

resilience, and further opens opportunities to expand the tradeoff spaces.

4.3 Error Aware Video Encoding

4.3.1 System Model

Figure 4.3 shows our system model for mobile video conferencing applications. This

mobile video conferencing system consists of two mobile devices (Mobile 1 andMobile 2) and

the network environment (Network) between them. The Network consists of WAN (Wide Area

Network) and two wireless access points, AP 1 and AP 2, each ofwhich provides the wireless

communication channel for each mobile device. To capture the energy consumption for comput-

ing and communication, each mobile device is modeled as a mobile embedded system composed

of a CPU (Central Processing Unit) and WNI (Wireless NetworkInterface), where video data is

encoded (or decoded) and transmitted (or received). For simplicity, we consider one path from an

encoder to a decoder during mobile video conferencing. We analyze the quality of the delivered

video at the decoding end, and study each category of energy consumption such as the energy

consumption for encoding (Enc EC), for transmission (Tx EC), for receiving (Rx EC), and for de-

coding (Dec EC). Note that error resilient video encodings have been used to combat transmission
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errors such as packet losses induced from the network.

4.3.2 Fundamentals of Active Error Exploitation

Recall that weexploit errors actively. In our study, active exploitation of errors means

intentional frame dropping during video encoding to achieve energy reduction in mobile embed-

ded systems. For the purpose of energy reduction, video frames can be dropped by any of the

components in Figure 4.3. For instance, the Decoder can dropthe delivered video data to increase

the energy reduction for the decoding (Frame Drop Type IIIas in Figure 4.3). Another possible

scenario is that the Transmitter can drop video data to save the communication energy, and error

resilient techniques take care of the dropped data in advance (Frame Drop Type II). Further, the

Encoder can drop frames intentionally before the encoding process, and encode the rest of frames

robust against the dropped frames, which are considered as lost packets in network (Frame Drop

Type I).

Note that dropping frames at the Encoder is the most effective in terms of energy reduc-

tion since it affects the energy consumption across all the following components in an encoding-

decoding path as drawn in Figure 4.3, and the energy consumption for encoding (Enc EC) is rel-

atively high compared to those for the other components in our system model. Therefore, in this

particular work, we only considerFrame Drop Type I(i.e., intentional frame drop at the Encoder)

for active error-exploitation approach.Type IIandIII remain as our future work.

Note also that we manage the video quality of service from intentional errors by utilizing

the features of error-resilient techniques. Error-resilient video encoding techniques in general

incur overheads in terms of power consumption for extra processing and an increase in transmitted

data size for the redundancy. Fortunately, we can use a videoencoding technique, PBPAIR [54],

which is not only error-resilient but also energy-efficient. Furthermore, by dropping frames we

can reduce the transmitted data size compared to the original error-resilient video encoders.

Our error-aware video encoder is composed of two units,error-injection unitanderror-

canceling unit, as shown in Figure 4.4. Theerror-injection unitcontrols errors for the purpose of

energy reduction, and theerror-canceling unitreduces the effects of the injected errors using an

energy-efficient and error-resilient video encoder. TheError Controller acts as anerror-injection

unit, taking into account the constraint (e.g., required video quality) as well as the feedback from
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the decoding side (e.g., decoded video quality) and from thenetwork (e.g., packet loss rate).

Furthermore, it intentionally injects the amount of errorsaccording to a new knob – error injection

rate (EIR), and generates the error-injected video data as illustrated in Figure 4.4. TheError

Controller also preprocesses parameters for the following video encoder in error-canceling unit.

Finally, theError-Resilient Video Encoderacts as anerror-canceling unit, and generates the error-

aware video data by encoding the error-injected video data with parameters in preparation for

downstream network packet losses as well as intentionally injected errors.

4.3.3 EA-PBPAIR: An Error-Aware Video Encoder

We now presentEA-PBPAIR(Error-Aware PBPAIR), an approach that injects errors

intentionally by “Dropping Frames” as anerror-injection unit, and encodes video resiliently with

“PBPAIR” as anerror-canceling unitas shown in Figure 4.4 and detailed in Figure 4.5.

Dropping frames is one way of injecting errors intentionally. In this study, we consider a

simple frame dropping approach, PFD (Periodic Frame Dropping). PFD periodically drops frames

according to EIR. For instance, PFD with 10% of EIR drops every 10th frame. PFD evenly dis-

tributes the effects of frame dropping on QoS over a video stream. Note that error-exploiting frame

dropping does not need to consider the quality since the quality will be deliberately maintained by

the nature of error-resilient PBPAIR. Thus, error-exploiting frame dropping in EA-PBPAIR drops

any frames within the guaranteed error rate that the original PBPAIR can manage. We show that

this simple strategy is effective in demonstrating our error-exploiting approach. Intelligent frame
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dropping strategies can be used as well: these are topics forfuture research.

We use PBPAIR as an error-resilient video encoder since Kim et al. [54] have demon-

strated its energy efficiency while maintaining video quality and robustness against network packet

losses. PBPAIR takes two parameters as shown in Figure 4.5. The first parameter (para1 =

Error Rate) indicates the current network status such as packet loss rate (PLR), and the second

parameter (para2 = Intra Threshold) represents the level of error resilience requested. To con-

sider both injected errors and packet losses, EA-PBPAIR calculates the sum of EIR and PLR for

para1 (para1 = EIR+ PLR as shown in Figure 4.5) while PBPAIR originally takes PLRaspara1.

For instance, the first parameter (para1) in EA-PBPAIR is set to 15% when EIR is 10% while PLR

in network is 5%.

Note that the active exploitation of errors is orthogonal toPBPAIR and can be applied

to any error-resilient and energy-efficient video encodingtechnique which adapts algorithmic pa-
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rameters according to the network status such as packet lossrates. Section 4.4.2.2 will demon-

strate the effectiveness of error aware video encodings combining active error exploitation with

different video encodings such as GOP and PGOP. PBPAIR inserts more intra-MBs to increase

error-resilience, which may increase the encoded video filesize while it saves energy consump-

tion by avoiding the computation-intensive motion estimation. Thus, the large video file for error-

resilience can increase the transmission energy for data communication. However, intentional

frame dropping can reduce this energy overhead, and the energy consumption overhead of EA-

PBPAIR for data transmission is relatively small compared to the huge energy saving for the video

encoding.

Our error-aware video encoder saves energy consumption in several ways: i) intentional

frame dropping saves energy consumption since EA-PBPAIR skips frame encodings according to

EIR. ii) the energy consumption for video encoding is reduced since EA-PBPAIR adaptively in-

troduces the more intra-MBs instead of inter-MBs for error resilience due to the intentional frame

drops. iii) intentional frame dropping can reduce the encoded video file size, which propagates the

energy saving downstream to the Transmitter, the Receiver,and even the Decoder.

4.3.4 Adaptive EAVE

We note that a higher EIR increases the energy reduction for encoding but may decrease

the quality of service, if it is beyond a manageable point forerror-resilient encoding. To keep

the QoS degradation minimal, our approach is able to constrain the EIR based on the feedback

from the decoding side in a horizontal cross-layer manner. Figure 4.5 describes this adaptive EIR

feature in theError Controller. TheError Controller takes the quality constraintQc and sets the

initial error injection rateEIRI . Then it receives the feedback information such asQf from the

decoding side andPLR from the network as shown in the feedback loop of Figure 4.5, labeled

QUALITY FEEDBACKandPACKET LOSS RATE. If Qf is less thanQc, the current EIR is bad in

terms of QoS, and so the EIR is decreased, and otherwise it is increased (the flow of “Adaptive

EIR” in Figure 4.5). Based on EIR, the error injection moduleperiodically drops frames. Thus,

the Error Controller forwards the error-injected video data instead of the original video data to

theError Resilient Video Encoderas shown in Figure 4.5. Andpara1 is delivered to the follow-

ing unit, theError Resilient Video Encoder, which encodes the error-injected video data robust
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against the amount of errors indicated aspara1, with para2 selected by PBPAIR methodology.

Consequently, the encoded video data is now error-aware, i.e., it is cognizant of injected errors as

well as packet losses as illustrated in Figure 4.5. This adaptive video encoder adjusts EIR to meet

the given quality constraint while minimizing the energy consumption. So we believe that our

adaptive approach can be effectively used to adjust our video encoder under a dynamic network

environment in distributed embedded systems for maximal energy reduction while ensuring the

given quality. Note that strategies for determining the frequencies of feedback (e.g.,Qf andPLR)

are beyond this work, and we assume that feedback channels are reliable.

4.4 Effectiveness of EAVE

4.4.1 Experimental Setup

For interactive multimedia applications such as mobile video conferencing in distributed

embedded systems, an end-to-end experimental system framework is a necessity since all compo-

nents in a distributed system work interactively and affectother components in terms of energy

consumption and performance. Thus, we evaluated EA-PBPAIRon top of an end-to-end frame-

work as shown in Figure 4.6 consisting of aSystem Prototype[48] andNS2simulator [94] for

mobile embedded system and network simulation. TheSystem Prototypeemulates a PDA (Per-

sonal Digital Assistant) and is detailed in our technical report [48].
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Figure 4.6: Experimental Framework for Mobile Video Conferencing System -System Prototype
+ NS2Simulator

The left side of Figure 4.6 shows the preprocessing step, where a pattern of frame drop-
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ping is generated according to a current EIR. CPU power numbers, video encoder parameters,

network status (PLR), and quality constraint are inputs toSystem Prototype, where a video en-

coder compresses a video stream.System Prototypeanalyzes the first set of results – Analysis 1 –

such as the energy consumption for encoding (Enc EC), and calculates the encoded size and the

encoding completion time of each video frame, which are usedfor generating the network traffic

in the following network simulation. Analysis 1 succinctlyshows the CPU energy for encoding

at the sender. Next,NS2simulates the generated network traffic with a set of configurations in-

cluding the network topology and WNI power values, and estimates the energy consumption (Tx

andRx EC) for WNIs – Analysis 2 – at Mobile 1 and Mobile 2 in our system model as shown

in Figure 4.3. Thus Analysis 2 captures the end-to-end networking effects, including those of the

transmitter and the receiver. Finally at the receiver, theSystem Prototypedecodes the transmit-

ted video data based on generated packet losses and frame arrival times fromNS2, and evaluates

the energy consumption for decoding (Dec EC) and the video quality estimated in PSNR (Peak

Signal to Noise Ratio) in Analysis 3. Thus Analysis 3 captures the CPU energy for decoding at

the receiver (Power consumption numbers for CPU [44] and WNI[46] are configured as shown

in the tables on the right side of Figure 4.6). By combining Analysis 1, Analysis 2 and Analysis

3, we are able to estimate the entire end-to-end energy savings for our proposed scheme. We now

present further details of our experimental framework.

UsingNS2, we simulate the network consisting of two IEEE 802.11 WLANs(Wireless

Local Area Network) and a wired network connecting them as depicted in Figure 4.6. Each WLAN

is composed of one access point (AP 1 or AP 2), and one mobile device (Mobile 1 or Mobile 2).

We exclude the effects of traffic from other mobile stations in this study since they affect the

energy consumption of WNI in our mobile embedded systems. Instead, we limit the data rate

of WNI, which constrains the encoded bit rate, and show clearly the effects of the varying data

size generated by the Encoder. For the wireless connection,we set the data rate to be 1 Mbps,

considered to be an actual data rate [35, 78], and the link layer delay to be 25µs. NS2generates

packet losses for a given PLR. Each encoded video frame is composed of multiple packets if its

size is larger than MTU (Maximum Transfer Unit), which is 1.5KB in our simulation. A frame

is considered lost if any packet of the frame is lost through the network simulation. For each

scenario, we simulated more than 100 runs ofNS2generated pseudo-random packet losses.
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Recall that our EA-PBPAIR approach combines PFD (Periodic Frame Dropping) with

an existing error-resilient video encoder, PBPAIR. PBPAIRtakes two parameters,para1 and

para2. We setpara1 (Error Rate) as the sum of EIR and PLR. For comparison,para2 (In-

tra Threshold) is chosen for requested quality with the same compression efficiency as GOP-K

(Group-Of-Picture with K) [54]. In this study, GOP-K based on H.263 [45] is defined as a stan-

dard video encoder, where K indicates the number of P-framesbetween I-frames. In GOP-K, we

change K for resilience against the transmission errors in network. For example, GOP-3 is se-

lected as a baseline resilient for 10% PLR according to [15, 54]. As test video sequences,AKIYO,

FOREMAN,andCOASTGUARDin QCIF format (176×144 pixels) are used for our simulation

study, and they are typical streams with low activity, medium activity, and high activity, respec-

tively. Note that all video encoders generate a compressed stream at 5 fps (frames per second),

which is the maximal frame rate [48] for a typical mobile handheld such as HP iPAQ h5555 [40],

and H.263 is designed for low data bandwidth [45, 78] such as 64 kbps (kilobits per second). To

constrain the bandwidth, we consider that the bitrate is 64 kbps and frame rate is 5 fps, which

keeps the encoders from generating larger than 480 KB for 300frames of test video sequences.

4.4.2 Experimental Results

We present four sets of results. First, we show the energy reduction due to active error

exploitation (Section 4.4.2.1). Second, the effectiveness of active error exploitation with different

video encoding techniques is demonstrated. Third, we demonstrate the expanded design space

allowing better exploration of tradeoff alternatives (Section 4.4.2.3). Finally, in Section 4.4.2.4,

we demonstrate the efficacy of our adaptive EA-PBPAIR approach that maintains quality under

dynamic network conditions by incorporating feedback on the quality at the receiver end.

4.4.2.1 Energy Reduction from Active Error-Exploitation

To show the effectiveness of our proposed technique, the first experiment evaluates EA-

PBPAIR with 10% EIR in comparison to GOP-3 considering 10% ofPLR in network [15, 54].

Figure 4.7(a) shows the effectiveness of an error-exploiting approach on energy reduc-

tion. The plots present the normalized energy consumption and the video quality of EA-PBPAIR

to those of GOP-3, and clearly show that EA-PBPAIR is very effective compared to GOP-3 in
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Figure 4.7: Effects of Error Injection Rate on Energy Consumption and Video Quality in EA-
PBPAIR compared to GOP-3 (PLR = 10%, FOREMAN 300 frames, Eachencoding is constrained
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terms of each category of energy consumption with slight quality degradation. Specifically, EA-

PBPAIR consumes 34% less energy than GOP-3 for encoding (EncEC) since it drops 10% of

video frames and compresses more macro-blocks with less expensive intra encodings than predic-

tive encodings. In terms of energy consumption for transmitting video data (Tx EC), EA-PBPAIR

sends a similar amount of data within less time than GOP-3, which results in the slight energy

reduction. Thus, the energy consumption for the source, including Enc EC and Tx EC, is reduced

by 23% with EA-PBPAIR, at the cost of 4% quality degradation in PSNR. Note that 1% quality

degradation indicates about 0.31 dB reduction from the PSNRvalue for GOP-3. At the desti-

nation, EA-PBPAIR reduces the energy consumption by 8% for the decoding (Dec EC), which

mainly results from dropping 10% frames at the source. Note also that more intra-encoded MB

results in more energy consumption for the decoding but 10% frame dropping compensates for

this effect. EA-PBPAIR saves the energy consumption for thereceiver (Rx EC) by 3% mainly

due to the smaller duration for receiving. The energy consumption at the destination (Dec EC +

Rx EC) is reduced by 5%. These results are very effective in energy reduction with respect to

all energy categories at the cost of slight quality degradation, which is an acceptable tradeoff for

power-hungry mobile embedded systems.

We now illustrate how EIR is effective as a knob to tradeoff the quality for energy

reduction. To observe the effects of varying EIR on quality and energy consumption, our second

experiment compares EA-PBPAIR with GOP-3 by varying EIR from 0% to 20%. Figure 4.7(b)

shows the normalized video quality and each energy consumption of EA-PBPAIR to those of
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Figure 4.8: Energy Reduction and Quality Degradation of EA-PGOP compared to PGOP (PLR =
10%, EIR = 10%, Error rate is adjusted, FOREMAN 300 frames)

GOP-3. Since we adaptpara2 of PBPAIR to minimize the transmission overhead, the energy

consumption for the data transmission (Tx EC) of EA-PBPAIR with varying EIR is close to or less

than that of GOP-3. With an increase of EIR, quality is still managed within an insignificant level

of quality degradation, and this quality management is mainly because of the error-resilient feature

of EA-PBPAIR. With 20% EIR, the loss of quality is 7% in PSNR. In summary, Figure 4.7(b)

clearly shows that increasing the EIR significantly saves energy consumption for encoding (Enc

EC), with a small reduction in energy for the decoding (Dec EC). Since the portion of intra-MBs

for each frame is increasing for error resilience, the energy consumption for the decoding is higher

than GOP-3 with low EIR between 0% and 5%. However, with an increase of EIR, the number of

frames to be decoded is decreasing and thus the energy consumption decreases. With 20% EIR,

we obtain 45% energy reduction for encoding, and 17% reduction for decoding at the cost of 7%

quality degradation.

4.4.2.2 Effectiveness of EAVE with different Video Encodings

We compare our EA-PGOP to PGOP in terms of energy consumptionand video quality

as shown in Figure 4.8. For this experiment, PLR is considered at 10% and PGOP is configured

with the number of refresh columns 3 resilient against 10% PLR [16]. EA-PGOP is configured

with the number of columns 4 against 10% PLR and 10% EIR. Note that the original PGOP

suggests 6 refresh columns per frame against 20% PLR but it substantially increases the portion of

intra-MB and results in high energy consumption for the communication. Indeed, our preliminary

experiments show that it incurs more than 20% energy overhead for both the transmission and
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0%, EIR = 20%, Error rate is adjusted, FOREMAN 300 frames)

the receiving. To minimize the energy overhead for the communication, we adjust the error rate

for error-resilient video encoding and set the number of refresh columns as 4 rather than 6. This

adjustment is able to increase the amount of errors we injected intentionally to save the energy

consumption, especially for the communication energy. Figure 4.8 shows that our EA-PGOP

saves the energy consumption for the encoding by 20% and for the decoding by 7% while it

incurs the energy consumption overhead for the transmission and for the receiving by about 3%,

as compared to PGOP. Thus, the source energy consumption is reduced by 11% at the cost of the

quality degradation by 4%, while the destination energy consumption is increased by only 2%.

This set of experiments demonstrates the effectiveness of active error exploitation in EA-PGOP in

terms of the energy consumption for the encoding at the slight loss of video quality.

Next we evaluate the effectiveness of active error exploitation at a standard video en-

coding, GOP-K. We consider 0% PLR in the network and IP-ratioof GOP-K is set to 15 (K = 15).

EA-GOP sets 20% EIR and it is configured to generate the similar amount of video data to GOP-15

by adjusting error rate (about -15%). Thus, EA-GOP-10 is selected and the 20% amount of video

frames are dropped with PFD. Figure 4.9 shows that EA-GOP-10saves the energy consumption

for the source by about 10% and the energy consumption for thedestination by about 1% at the

cost of 4% video quality degradation. So this set of experiments demonstrates the effectiveness

of active error exploitation with a standard video encodingsuch as GOP-K in terms of the energy

consumption at the slight degradation of the QoS.

In summary, these experiments clearly demonstrate the effectiveness of our error-aware
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Figure 4.10: Extended Tradeoff Space between Video Qualityand Energy Consumption by EA-
PBPAIR in comparison to GOP-8 and PBPAIR (EIR = 0% to 50%, PLR =5%, FOREMAN 300
frames, Each encoding is constrained with bandwidth)

video encoding, EAVE, in terms of the energy consumption by trading off the video quality in

several video encoding techniques.

4.4.2.3 Extended Energy/QoS tradeoff

To show the effectiveness of EA-PBPAIR on extending the tradeoff space between en-

ergy consumption and QoS, we performed simulations by varying the EIR and the error resilience

(para2). We increase the EIR at the Encoder from 0% up to 50% in 1% increments andpara2 from

0% to 100% in 10% increments, and observe the effects on the energy consumption and quality.

Figure 4.10(a) plots the energy consumption at the source (Src EC) vs. quality of EA-

PBPAIR compared to PBPAIR and GOP-8 for 300 frames of a test bitstream,FOREMAN, and

clearly shows that design space of EA-PBPAIR is much larger and more effective than those

of PBPAIR and GOP-8. As compared to PBPAIR, the tradeoff space of EA-PBPAIR subsumes

all spaces for PBPAIR since indeed EA-PBPAIR with 0% of EIR isPBPAIR. As compared to

GOP-8, EA-PBPAIR generates a better design space in terms ofthe energy consumption without

losing video quality, and presents even better video quality with less energy consumption. Further,

relaxing the quality requirement (such as 10% QoS degradation) compared to GOP-8 increases

the energy reduction at the source by up to 49%. Thus, EA-PBPAIR very effectively expands the

design space between the source energy consumption and video quality by exploiting intentional

errors. Figure 4.10(b) depicts the tradeoff space between the energy consumption at the destination

66



Table 4.1: Energy Reduction at the Cost of Video Quality

(a) Energy Saving at Source(b) Energy Saving at Destination
QoS Degradation 0% 5% 10% 0% 5% 10%

AKIYO 49% 51% 51% 9% 22% 28%
FOREMAN 37% 48% 49% 3% 10% 11%

COASTGUARD 13% 15% 26% 1% 4% 9%

(Dst EC) and the video quality, and clearly shows that EA-PBPAIR greatly extends the spaces

explored by PBPAIR and GOP-8. However, the energy saving at the destination using EA-PBPAIR

is less effective than that at the source since the resilience approach encodes more intra-MBs,

which decreases the energy saving resulting from the intentional error injection. Even then, EA-

PBPAIR can save the energy consumption by 3% without losing QoS compared to GOP-8.

Simulations for different video streams such asAKIYOandCOASTGUARDpresented

similar results, i.e., the error exploiting video encodingis very effective to extend the tradeoff

space between the energy consumption and the video quality (as detailed in our technical re-

port [48]). Table 4.1 summarizes how much energy can be savedwith EA-PBPAIR based on

these profiled experiments at the cost of quality, and clearly shows that EA-PBPAIR is very ef-

fective in terms of energy reduction, especially in terms ofthe energy reduction at the source.

While EA-PBPAIR achieved energy saving by up to 49% at the source without quality degra-

dation forAKIYO, a smaller amount of energy reduction (13%) is observed forCOASTGUARD.

A video clip with low activity such asAKIYO increases the energy reduction more effectively

while minimizing the quality loss. These results are because AKIYOhas high correlation between

frames, and thus it helps EA-PBPAIR drop as many frames as possible within the given quality

constraint. On the other hand, in bitstreams with high activity such asCOASTGUARD, dropped

frames can propagate errors dramatically due to high correlation among consecutive frames in

COASTGUARDcompared toAKIYOandFOREMAN. Thus, dropping frames in bitstreams with

high activity requires additional strategies to obtain thefurther energy reduction while ensuring

the quality requirement.
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Figure 4.11: Adaptive EA-PBPAIR Robust to Varying PLR underDynamic Network Status

4.4.2.4 Adaptive EA-PBPAIR: Ensuring Quality under Dynamic Network Status

To show the effectiveness of our adaptive EA-PBPAIR by updating EIR, we model a dy-

namic network and compare adaptive EA-PBPAIR to static EA-PBPAIR (i.e., EA-PBPAIR with

a fixed EIR). For this experiment, PLR begins with 20% and decreases by 5% every 20 runs and

after 5% PLR it increases by 5% until it reaches 15%. Each run captures 300 frames of video en-

coding. The horizontal axis in Figure 4.11 represents this scenario with varying PLR. The quality

constraint is set to 29.6 dB in PSNR, which is about 10% quality degradation from GOP-3 without

any errors and losses. Static EA-PBPAIR encodes the video data with a fixed EIR = 30% (since

30% EIR degrades the video quality significantly in some dynamic network situations as shown in

Figure 4.11(a)) while adaptive EA-PBPAIR starting with 30%EIR and updates it according to the

quality feedback. Figure 4.11(a) draws the PSNR values for adaptive EA-PBPAIR in comparison

to static EA-PBPAIR, and shows that the delivered quality ofadaptive EA-PBPAIR is consistently

better than that of static EA-PBPAIR. EA-PBPAIR adapts the EIR according to the feedback with

respect to the video quality as shown in Figure 4.11(b). The important observation we can make

from Figure 4.11 is that adaptive EA-PBPAIR can adjust EIR dynamically to keep the quality

considering the minimal energy consumption. In conclusion, this EIR adaptive technique with

EA-PBPAIR adjusts the quality of service based on the feedback for mobile video applications in

distributed embedded systems while minimizing the energy consumption.
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4.5 Summary

Mobile video applications pose significant challenges for battery-constrained embedded

systems due to high processing power for compression algorithms and transmission of a large

volume of video data. Fortunately, video applications tolerate errors inherently, and we exploit

this error tolerance of video data for the purpose of the energy reduction. Active error exploitation

– intentional frame dropping together with error-resilient video encoding – can achieve significant

energy gains while ensuring satisfactory video quality. Wepresent a new approach where errors

can be intentionally injected to balance the dual goals of energy efficiency and satisfactory QoS.

Figure 4.12 shows the outline of our cross-layer error-aware video encoding to tradeoff

the video quality for the system energy reduction in resource-limited embedded systems. We have

developed a new knob, EIR or Error Injection Rate, and activeerror exploitation composing Error

Controller at the middleware layer and Error Resilient Video Encoding at the application layer.

Also in the middleware layer, the feedback mechanism monitors the delivered video quality by

communicating the decoding side and enables the Error Controller to adjust the error rate to an

error-resilient video encoding at the application layer. Now, an error-resilient video encoding takes

into account not only network errors but also active (intentional) errors, and thus is able to provide

both the network error resilience and the active error resilience as shown in Figure 4.12. This
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active error exploitation eventually reduces the energy consumption at the hardware layer such as

CPU and WNI energy savings.

In this chapter, we demonstrated our cross-layer approach,EAVE, in two phases for

video conferencing applications running on resource-limited mobile systems. First, we presented

EA-PBPAIR that combines an error-resilient video encoder (PBPAIR) with intentional frame drop-

ping to significantly reduce the energy consumption for the entire encoding-decoding path of the

video conferencing application. We also presented the effectiveness of EAVE by exploiting errors

intentionally with different video encodings such as PGOP and GOP. Our experiments demon-

strated that the active error exploitation of EA-PBPAIR allows system designers to consider larger

tradeoff spaces than previous approaches: GOP and PBPAIR. Further, we proposed an adaptive

EA-PBPAIR by controlling a new knob EIR in order to satisfy the delivered quality based on the

feedback under the dynamic network status.
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Chapter 5

Cooperative Cross-layer Protection

5.1 Motivation

As described in earlier chapters, combating soft errors in modern mobile multimedia de-

vices is extremely challenging, owing to the multi-dimensional design requirements. Traditional

reliability techniques attempt to provide the entire “fix” at one level, e.g., error correction codes

(ECC) at the hardware level, packet retransmission at the network level, and triple modular re-

dundancy (TMR) at the component level, and consequently have extremely high overheads. For

example, trying to correct all the errors in hardware itselfrequires data encoding using an ECC

scheme, which incurs very high power and performance overheads. For instance, implementing

an ECC-based scheme raises access time by up to 95% [70] and power consumption by up to 22%

[95] in the caches. Clearly such high overheads are not acceptable for mobile embedded devices

(such as PDAs) as they are extremely sensitive to the power, performance, and cost overheads.

Cross-layer techniques distribute the functionality across different design abstraction

layers and exploit the best features of each layer, with the goal of achieving flexible and efficient

design solutions. Cross-layer approaches for multimedia have been used in a variety of previous

contexts primarily for power and QoS. For instance, GRACE [34, 130] deploys cross-layer meth-

ods for maximizing power reduction with the satisfactory QoS; DYNAMO [23, 31, 83, 82] pro-

poses a proxy-based middleware approach for trading off video QoS and power; and xTune [53]

performs cross-layer online timing-QoS verification at theproxy server. Unlike these approaches,

our focus is to provide a cross-layer strategy for achievingreliability, and trading off reliability for

power/QoS in mobile devices. Our goal is to coordinate approaches among abstraction layers to

71



(CC-PROTECT)
Protection

EAVE (Error Aware Video Encoding)

Cross-layer
Cooperative

DFR (Drop and Forward Recovery)
BER (Backward Error Recovery)
PPC (Partially Protected Caches)

PPC with Error Detection

BER

DFR

EAVE
Application

Network

Hardware

Middleware /
Operating System

Mobile Device

Figure 5.1: Overview of our proposal, CC-PROTECT

find the best cross-layered scheme that achieves the maximalreliability with minimal overheads.

Integrating approaches unaware of interactions among themacross layers is not efficient since

there exist conflicts among them with respect to multiple properties, and also it may cause over-

protection or under-protection. For example, protecting all data in memory systems is an overkill

in multimedia applications since we may not need to protect multimedia data that do not cause

failures in general [65].

In this Chapter, we present CC-PROTECT (Cooperative, Cross-layer Protection); Fig-

ure 5.1 shows the outline of our proposal with cross-layer perspectives. We observe that error

detection is much cheaper than error correction in hardware. Therefore, we perform only error

detection in hardware using error detection codes (EDC) forpreviously presented PPC (Partially

Protected Cache) [65]. For automated recovery of the detected errors, we deploy error recovery

solutions in the middleware. Traditionally, on receiving an erroneous frame, the middleware will

request re-transmission of the frame. We call this schemeBackward Error Recovery (BER). In

contrast, aDrop and Forward Recovery (DFR)mechanism drops the erroneous frame, and recon-

structs it by using data from adjacent frames [121] (Section5.3.2). While BER can result in signif-

icant power and performance overhead, DFR can result in significant loss in QoS. Therefore, we

present and explore hybrid approaches of using DFR and BER toachieve low overheads in power

and performance without much loss in QoS (Section 5.4). Furthermore, we exploit an error-aware

video encoding technique at the application layer to improve the QoS based on Probability-Based

Power Aware Intra Refresh or PBPAIR [54] (Section 5.3.3). Our cross-layer approach is also able

to exploit specialized microarchitectural features for reliability (e.g., a Partially Protected Cache
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or PPC) in a seamless manner (Section 5.3.1). We show that this cross-layered approach is effec-

tive in increasing the reliability of common multimedia streams (and simultaneously improving

performance and reducing energy consumption), with minimal quality degradation as compared

to a low-level hardware-based error correction scheme (Section 5.5.2).

5.2 A Cross-Layer Approach to Support Reliability and QoS

5.2.1 System Model and Problem Definition

In the previous section, we argued the increasing need for reliability in mobile appli-

cations. It is well understood that mobile multimedia applications such as video streaming and

conferencing applications have soft real-time constraints on data delivery. Missing deadlines in

video streaming applications results in service delay and packet losses that degrade the video

quality. In practice, such degradation (when perceivable)is acceptable to some extent by end-

users based on the nature of the application. While we can exploit the soft real-time nature of

these applications and their tolerance to slight quality degradation, our ability to do so is already

limited in the mobile execution environment that is resource-constrained (limited buffering and

battery, error-prone networks, etc).

Techniques have been developed to enable QoS in multimedia applications executing in

error-prone networks. Error-resilient video encoding techniques enable adaptive encoding of in-

formation based on knowledge of network conditions [16, 54]. Applications may also selectively

tag data with their level of importance; in-network mechanisms use the tags to selectively drop

information when system or network conditions change. Notethat these techniques aim to protect

the multimedia content that flows through error-prone networks. We refer to this multimedia con-

tent asexternal data, i.e., the payload on which the application is executed. In contrast ,internal

data is defined as data, program code, etc. residing inside the mobile device during the process

of execution and representing the programs/data that implement the application functionality, e.g.,

the video codec and associated data/variables.

The key observation is that while errors in external data (due to packet losses etc.) only

cause quality degradation of the multimedia stream, errorsin internal data may cause not only QoS

degradation but also system failures. In particular, defects induced at the hardware layer, e.g., soft
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errors in data caches, manifest themselves differently as compared to network errors on external

data. In general, errors on internal data, especially on control data or program variables, can result

in system crashes, infinite loops, and memory segmentation faults - leading to application failures.

Hardware error-protection techniques can be designed to protect internal data from hard-

ware failures. Traditional protection techniques such as TMR and ECC [96] implemented at the

hardware layer to combat such transient errors incur significant overheads in terms of power,

performance, and cost. For example, PPC (Partially Protected Caches) [65] utilizes knowledge of

content and device hardware capabilities to selectively place critical data in more reliable hardware

(e.g., a protected cache), but it still incurs overheads of power and performance at the protected

cache in a PPC.

In this chapter, our goal is to exploit the limited error tolerance of mobile multimedia

applications to enhance their reliability to hardware-level ”faults” without creating an adverse

impact on power and performance profile at the device level orsacrificing application QoS.We

believe that addressing such power, performance, reliability, and QoS tradeoffs in the presence

of hardware faults requires a cross-layer approach.Firstly, we need to develop an understanding

of how errors occur at the various layers and understand existing mechanisms that have been

developed to avert errors. This will then enable us to determine when ”errors” become ”failures”

and how ”failures” manifest themselves at various system layers. We can then design appropriate

schemes at different layers to prevent/bypass specific failures and detect/recover from them.

Table 5.1 presents different error models and error controlschemes at the application

and hardware abstraction layers in a mobile multimedia system. By being aware of error specifics

and error control schemes, we expect that systems can be designed in a cross-layered manner

for obtaining low-cost reliability while maintaining the QoS. A closer look at Table 5.1 reveals

Table 5.1: Error models and error control schemes at different abstraction layers

Abstraction Layer Application Layer Hardware Layer

Error Model Packet Losses Soft Errors
Data Perspective External Data Internal Data

Quality Degradation Quality Degradation
Impacts andSystem Failure

Error-Resilience, Triple Modular Redundancy,
Protection Error-Concealment, etc. Error Correction Codes, etc.

Error Metric Packet Loss Rate (%) Soft Error Rate (FITa)
aFIT (Failures In Time): the number of failures in 109 operation hours
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that while errors occur dynamically and in a transient fashion, techniques to combat these errors

may be static or dynamic. For instance, the PPC approach usescompiler-assisted techniques to

statically tag data; the operating system uses the tags at runtime to stage the data appropriately

into a protected cache. Expensive error correcting code (ECC) mechanisms are then employed on

the protected data cache to ensure the reliability of information stored in the cache,irrespective

of whether the error rate is high or low. Dynamic schemes periodically checkpoint memory state

and use knowledge of current error levels, captured via the soft error rate (SER) metric, to trigger

rollback to the checkpoints. Given the dynamic nature of multimedia data and real-time needs

of multimedia applications, this approach as a sole method to deal with soft errors requires very

frequent checkpointing and is hence impractical.

5.2.2 Related Work

Existing work already demonstrates the effectiveness of cross-layer methods for mobile

multimedia as opposed to schemes isolated at a single abstraction layer [53, 83, 82, 130]. Yuan et

al. [129] proposed an energy-efficient real-time scheduler(GRACE-OS) based on statistical distri-

bution of application cycle demands, and presented a practical voltage scaling algorithm [130] to

coordinate adaptation of multimedia applications and CPU speeds for mobile multimedia systems.

Mohapatra et al. [83] presented an integrated power management technique considering hardware-

level power optimization and middleware-level adaptationto minimize the energy consumption

while maintaining user experience of video quality in mobile video applications. Recently, Kim

et al. [53] proposed a unified framework that allows coordinated interactions among sub-layer op-

timizers through constraint refinement in a compositional cross-layer manner to tune the system

parameters.

Cross-layer methods in the OSI (Open Systems Interconnection) reference model have

been widely investigated as a promising optimization toolsto efficiently reduce the transmission

energy consumption in wireless multimedia communications[7, 117, 118]. Vuran et al. [118]

presented a cross-layer methodology to analyze error control schemes with respect to transmission

power and end-to-end latency, especially impacts of routing, medium access, and physical levels in

wireless sensor networks. Schaar et al. [117] proposed a joint cross-layer approach of application-

layer packetization and MAC-layer retransmission strategy, and developed on-the-fly adaptive
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algorithms to improve the video quality under the bandwidthand delay constraints for wireless

multimedia transmission. Bajic [7] developed cross-layererror control schemes considering joint

source rate selection and power management for wireless video multicast.

Our work presented in this chapter is novel in two respects. First, we address a broader

notion of reliability than has been explored for error-resilient multimedia applications by specifi-

cally focusing on hardware induced defects (soft errors) and their impacts. As illustrated earlier,

this issue is a leading concern for embedded architectures of the future. Secondly, we present how

to exploit the cross-layer methodology to activate error control schemes at one abstraction layer

to combat errors at a different abstraction layer.

5.2.3 Cooperative Cross-Layer Approach

We conjecture that a dual pronged approach is needed to effectively address the afore-

mentioned tradeoffs among power, performance, reliability, and QoS. Firstly,error-awareness

is critical to selectively trigger reliability mechanismswhen errors occur - this can be achieved

through suitable monitoring mechanisms that determine hardware errors (that can potentially

cause failures). Secondly, the monitored errors are used totailor intelligent compositions of error-

protection schemes across layers usingcooperative, cross-layerschemes. Specifically, we focus

on transient hardware errors (soft errors), i.e., they do not immediatelycause a permanent failure

of the system. To create error-awareness, we consider the presence of inexpensive error detection

mechanisms for soft error detection - these schemes generate as output the soft error rate (SER),

which is translated into an error rate for error control schemes described in Section 4.2.2. Hence,

our problem is to develop cross-layer methods that, given dynamic soft error rates, are capable

of: (i) minimizing the overheads of power and performance, (ii) satisfying the QoS requirement,

and (iii) achieving the same level of fault tolerance as traditional error protection techniques. In

particular, we investigate techniques to exploit error-resilient video encoding mechanisms (at the

application layer) and selective recovery mechanisms (applied at the middleware layer) to reset

potentially harmful data in memory (at the hardware layer).

To illustrate and evaluate our cooperative cross-layer approach, we consider a simplified

system consisting of a video encoding application and a datacache as shown in Figure 5.2. Video

encoding can beerror-proneor error-resilient; a data cache can beerror-proneor error-protected.
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Figure 5.2: System Model - Mobile Video Encoding System

Different compositions vary with respect to overall performance, power, reliability, and QoS. For

example, error-prone video encoding executing on an error-prone data cache suffers from high

failures due to no protection at data cache against soft errors. Adding error-protected data caches

improves the video quality as well as the reliability, however it incurs high overheads in terms of

power and performance. Error-resilient video encoding on an error-prone data cache may increase

the video quality due to the feature of error resilience, butfail to increase the reliability. An error-

resilient video encoding running on an error-protected data cache is possibly of over-protection on

the QoS and it incurs high overheads due to expensive protection.

Given the ability to support error-awareness through less expensive error detection codes

based schemes, our strategy is to use the information on SER (soft error rate) to

1. bypass potential failures by triggering error recovery mechanisms which reinitialize the

erroneous data cache, and

2. reinforce application data using error-resilient encoding mechanisms by translating the SER

into the input metric of the encoding algorithm (being considered as the network packet loss

rate).

In other words, awareness of micro-level errors (i.e., bit errors) is translated into policies that have

macro-level impacts in terms of execution failure, performance, energy consumption, and QoS.

In particular, we explore a Drop and Forward Recovery (DFR) mechanism (shown in

Figure 5.4(c)) that drops a current encoding frame and movesforward to the next frame once an

error is detected in a mobile video encoding system. The DFR mechanism works effectively with

an EDC scheme to improve power and performance significantlywhile increasing reliability as

well. As discussed, EDC is much less expensive than ECC [72] and overheads due to checkpoints
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Figure 5.3: CC-PROTECT (Cooperative Cross-layer Protection) – mitigating hardware defects
with minimal costs by using error-resilience and a Drop and Forward Recovery (DFR) in a video
encoding

are negligible [126] while EDC can be as immune to soft errorsas ECC with respect to reliability.

Further, dropping an erroneous frame potentially improvesperformance and energy reduction

since it skips expensive processing algorithms for encoding the frame.

However, just using DFR-based mechanisms can result in video quality degradation

since erroneous frames are actually dropped. To some extent, these errors can be recovered by

wisely injecting error-resilience at the application layer. To enhance QoS, we also explore the

selective use between DFR and Backward Error Recovery (BER)mechanism that rolls backward

and re-encodes the current frame once an error is detected asshown in Figure 5.4(b).
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5.3 Cooperative Cross-Layer Protection (CC-PROTECT)

In this Section, we present CC-PROTECT - a middleware drivenapproach for cooper-

ative composition of cross-layer strategies to support error resilience. Figure 5.3 illustrates our

CC-PROTECT scheme which exploits the error-resilience of video encoding along with DFR-

based error recovery mechanisms to mitigate the impacts of soft errors at the hardware layer.

We instantiate two specific strategies for error recovery and error-resilience within CC-

PROTECT. The specific error metric we use and evaluate in thischapter is soft error rate (SER).

First, to mitigate the impact of soft errors on the video quality, we exploit a power-aware error-

resilient video encoding technique, PBPAIR [54]. We present a simple, intuitive, and effective

translation of SER into frame loss rate (FLR) used in turn by the error-resilient PBPAIR. Next, we

exploit our prior work (partially protected caches or PPC [65]) to design a naive DFR mechanism.

Using information captured in the middleware, we then extend the naive mechanism to achieve a

balance between DFR and BER in Section 5.4.

5.3.1 Error Detection at Hardware

A PPC architecture consists of two caches at the same level ofmemory hierarchy for

unequal data protection – we refer to them as the unprotectedcache and the protected cache.

Typically, hardware-based ECC techniques are applied on the protected cache. In our design,

the protected cache is equipped with an EDC that only detectserrors and hence improves power

and performance as compared to an ECC-equipped cache [72]. Since multimedia data itself does

not cause a system failure [65], multimedia data is exposed to soft errors by being mapped into

the unprotected cache in a PPC. And the rest of data is mapped into the protected cache in a PPC.

Mapping data into two caches in a PPC is managed by the operating system as shown in Figure 5.3.

To correct an error, we use a drop and forward recovery at the middleware layer. Thus, the error

detection in the protected cache will be reported to the middleware, and mitigation technique will

handle it as shown in Figure 5.3. Also, to manage the quality degradation due to frame drops

induced by soft errors on control data in the protected cache, soft error rate is informed to the

middleware as shown in Figure 5.3. Now CC-PROTECT implements the data protection using a

PPC with an EDC scheme at the minimal costs of performance andpower at the hardware layer.
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5.3.2 Drop and Forward Recovery at Middleware

Soft error rates, obtained by error detection techniques atthe hardware layer, are com-

municated to the middleware as shown in Figure 5.3. The middleware then:

1. monitors errors, and maintains execution histories and video quality information,

2. translates SER values to corresponding metrics used by other policies (frame loss rate or

FLR in our case),

3. initiates DFR/BER policies (discussed later) to avoid and bypass potential hardware failures,

and

4. adaptively fortifies multimedia content when hardware errors occur by triggering error-

resilient encoding at the application layer.

Traditional error recovery techniques can be classified into Forward Error Recovery

or FER (e.g., ECC) and Backward Error Recovery or BER (e.g., Checkpoints) [96] according

to when an error is recovered as shown in Figure 5.4(a) and Figure 5.4(b), respectively. We

explore the use of Drop and Forward Recovery or DFR (See Figure 5.4(c)) that combines error

detection mechanisms with checkpoints to discontinue processing of the current frame and to

initiate processing of the next checkpointed frame.

Our objective is to apply DFR techniques on a cache architecture that uses a PPC (par-

tially protected cache). We first present a naive implementation of DFR in the PPC architecture.

Here, checkpoints are taken just before the starting operation where each frameK is encoded (sim-

ilar to BER). The only difference is that DFR must save the required values for the next encoding

frame (frameK + 1) in Figure 5.4(c). Whenever an error is detected on the (control) data in the

protected data cache by the EDC mechanism in a PPC, content for the next frame encoding is

loaded into the protected data cache with the help of the operating system averting a memory-

based system failure. The expectation is that generally a frame drop induced by DFR does not

cause a significant quality loss mainly due to the inherent error-tolerance of video data [63]. First,

we exploit the error-resilient video encoding technique torecover the possible degradation of the

quality due to frame drops. We next discuss extensions to thenaive DFR scheme to overcome

quality losses when they occur.

80



time

Forward Error Recovery

An Error is Detected

(a) Forward Error Recovery (FER): it detects and
even corrects an error

time

Backward Error Recovery

An Error is Detected

Checkpoint K+1Checkpoint K

(b) Backward Error Recovery (BER): it rolls back
to the last saved state when it detects an error

time

(Frame K+1)
Checkpoint K+1

(Frame K)
Checkpoint K

Drop and Forward Recovery

An Error is Detected

(c) Drop and Forward Recovery (DFR): it drops a
current frame when an error occurs at control data,
and moves forward to the next frame in case of a
frame-based multimedia processing

Figure 5.4: Error Recovery Mechanisms

5.3.3 Error-Resilient Video Encoding at Application

Error-resilient video encoding techniques have been developed to reduce the impact

of transmission errors, e.g., packet losses, on the video quality [16, 54, 123]. The PBPAIR

(Probability-Based Power Aware Intra Refresh) technique [54] addresses the tradeoff between

energy-efficiency and compression-efficiency based on given knowledge of network errors. PB-

PAIR is designed to increase the compression efficiency, i.e., to decrease the encoded file size, at

stable network status, and to decrease compression efficiency by increasing the number of intra-

coded macro-blocks in the video when the packet loss rate is high. Inherently, PBPAIR is energy-

efficient (especially when packet loss rates are higher) andadaptive (since its resilience can be

adjusted for various packet loss rates). PBPAIR takes two parameters –Packet Loss Rate (PLR)

andIntra Threshold. PLR indicates the anticipated error rate in the network andIntra Threshold

can be adjusted given the user expectation of the quality. Tomake use of PBPAIR, our cross-

layer approach converts SER for PLR, and selects IntraThreshold using the original method in
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PBPAIR. We present a simple conversion for SER. First, the number of soft errors,NSE, during

the execution of one frame encoding is calculated asNSE = Scache×Ninst×RSE whereScache is the

size of a cache in KB,Ninst is the number of instructions for one frame encoding, andRSE is an

SER per instruction per KB.NSE value is then converted to a percent value and used as a FLR

(Frame Loss Rate) in our study. For example, ifScache is 32,Ninst is 108, andRSE is 10−10, then

NSE becomes 0.32. So FLR is 32%. Note that FLR becomes 100% ifNSE is larger than 1. Now,

PBPAIR can generate the compressed video data resilient against the packet losses in networks

(PLR) as well as against the soft errors at the hardware layer(FLR) as shown in Figure 5.3.

5.4 Intelligent Selective Algorithms

In a naive DFR approach, any single soft error at the hardwarelayer causes a frame

drop whenever it occurs at the control data (non-multimediadata). However, naive DFR can

significantly degrade the quality in case of consecutive frame drops. To prevent this result, we

present a family of intelligent schemes to select a policy that balances DFR and BER based on the

useful information at the mobile device.

JOINT DFR/BER(Algo)
01: policy= DFR
02: switch (Algo)
03: caseSLACK: //Slack-Aware DFR/BER
04: Telapsed= TError −TK

05: Tthreshold= S×TACET

06: if (Telapsed< Tthreshold)
07: policy= BER
08: endIf
09: break;
10: caseFRAME : //Frame-Aware DFR/BER
11: Fimportance= estimateImportance()
12: if (Fimportance> Fthreshold)
13: policy= BER
14: endIf
15: break;
16: caseQoS: //QoS-Aware DFR/BER
17: Qcurrent = calcPSNR()
18: if (Qcurrent < Qthreshold)
19: policy= BER
20: endIf
21: break;
22: endSwitch
23: return policy

Figure 5.5: Intelligent Selective Schemes
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Slack-Aware DFR/BER

The main problem with BER is its inability to guarantee delivery of multimedia service

in real-time. However, if the remaining time to reach the deadline is enough to re-encode the video

frame when an error is detected, we can apply BER rather than DFR for the quality improvement.

Since the encoding time is varying from frame to frame and it is hard to measure the remaining

time accurately, our scheme presents a knob to select a policy based on the elapsed time with

ACET (Average Case Execution Time) as shown in Figure 5.5. Our knob,S, indicates the portion

of ACET, TACET, that the system can endure. Thus, SA-DFR/BER (Slack-AwareDFR/BER) se-

lects BER (Lines 04-08) as shown in Figure 5.5 if the elapsed time from the starting of the frame

K encoding to the time of error occurrence,Telapsed= Terror −TK , is smaller than given threshold

time, Tthreshold= S×TACET. Otherwise, SA-DFR/BER selects DFR. For example, ifS= 0.2 and

TACET = 100,000 cycles,Tthresholdbecomes 20,000 cycles. Thus, an error occurring before 20,000

cycles from the starting of the current frame encoding results in BER. The higherSvalue increases

the probability of BER policy to be selected, and thus improves the video quality while incurring

more performance and power overheads due to rolling backward recovery. Indeed, the infinite

value ofSalways results in a BER policy and the zero value ofSdoes a DFR policy.

Frame-Aware DFR/BER

Each frame has a different impact on the video quality. For example, I-frames are con-

sidered more important than P-frames with the perspective of the video quality [16, 54]. Thus, if

a frame in which a soft error is detected is important in termsof the video quality, FA-DFR/BER

(Frame-Aware DFR/BER) rolls back and encodes this frame again (BER) to minimize the qual-

ity loss (Lines 11-14) as shown in Figure 5.5. Otherwise, it drops the current frame and moves

forward to the next frame (DFR). Based on available information at the mobile device, the im-

portance of a frame can be decided in several ways. The frame type such as I-frame or P-frame

is one example, and any I-frame will be encoded eventually until no soft error is detected. An-

other information such as recovery history, e.g., whether the previous frame has been dropped or

not due to a soft error, can be used to decide a policy. If the previous frame was dropped, FA-

DFR/BER prevents the current frame from being dropped sincethe consecutive frame drops may

degrade the video quality significantly. Also, the difference between two consecutive frames can

be used to estimate the importance of a frame in terms of the video quality. The intuition behind

83



this approach is that the larger difference between two frames indicates the higher impact on the

video quality if the current frame is lost. Thus, if the difference between them is larger than given

threshold value FA-DFR/BER selects BER. Otherwise, DFR is selected. Our approach exploits

the difference between consecutive frames to determine theimportance of frames.

QoS-Aware DFR/BER

The potential problem with a DFR mechanism is the significantdegradation of the QoS

due to several frame drops. Thus, QA-DFR/BER (QoS-Aware DFR/BER) selects BER when the

delivered QoS is unsatisfactory with the QoS requirement. The current quality value,Qcurrent, for

frames that have been encoded so far can be calculated at the end of encoding of each frame. QA-

DFR/BER selects BER for the erroneous frame ifQcurrent is worse thanQthreshold, given threshold

QoS value (Lines 17-20) as shown in Figure 5.5. Otherwise, the default policy, DFR, is selected.

The delivered QoS to the decoding end is also important but this approach considering transmis-

sion errors is a future work of this thesis.

5.5 Effectiveness of CC-PROTECT

5.5.1 Experimental Setup

5.5.1.1 System Compositions

To demonstrate the effectiveness of our cooperative, cross-layer scheme to combat soft

errors, we develop 5 system compositions, shown in Table 5.2:

1. BASE: This is the default composition, which does not provide any error detection and/or

correction. In this composition, we use GOP (Group of Picture) video encoding [16]. For

GOP, the first frame is encoded as an I-frame and the other frames are encoded as P-frames,

and the quantization scale is set to 10. The middleware and operating system are unaware

of soft errors, and hardware has a unified unprotected cache.BASE composition does not

incur overheads for protection in terms of power and performance, but suffers from high

failure rates and low multimedia quality due to no protection on internal data from hardware

defects.

2. HW-PROTECT: In this composition, all error detection and correction areprovided in

hardware. This is implemented through the use of Error Correction Code (ECC) in Partially
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Table 5.2: System Compositions - Our CC-PROTECT is a middleware-driven, cooperative approach aware of hardware failures

System Compositions with respect to Error Resilience
Abstraction Layers BASE HW-PROTECT APP-PROTECT MULTI-PROTECT CC-PROTECT

GOP GOP PBPAIR PBPAIR PBPAIR
Application (error-prone) (error-prone) (error-resilient) (error-resilient) (error-resilient)

◦Monitor network errors ◦Monitor network errors ◦Monitor network errors
& Inform PBPAIR of PLR & Inform PBPAIR of PLR & Inform PBPAIR of PLR

•Translate SER
Middleware None None •Trigger Selective DFR

(Drive cache update
& Inform PBPAIR)

◦Map pages to a PPC ◦Map pages to a PPC ◦Map pages to a PPC
Operating System None None •Monitor soft errors

Unprotected Cache PPC with ECC Unprotected Cache PPC with ECC PPC with“EDC”
Hardware (error-prone) (error-protected) (error-prone) (error-protected) (error-protected)
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Protected Caches [65]. As compared to protecting the whole cache, PPCs provide efficient

reliability by just protecting the non-multimedia data (control data) against soft errors. This

composition presents a low failure rate and high QoS, as it protects at the hardware level.

However, it incurs overheads in terms of power and performance due to an ECC scheme.

3. APP-PROTECT: In this composition, all error detection and correction areprovided in the

application. For this, we use error-resilient video encoding PBPAIR [54]. We set the PLR

parameter in PBPAIR to 0% to isolate the effects of soft errors from those of network packet

losses. IntraThreshold is selected through the original method of PBPAIRto generate the

similar size of the compressed video as GOP to ensure a fair comparison with respect to the

transmission cost.

4. MULTI-PROTECT: In this composition, error correction is provided at all levels. We

use error-resilient video encoding (PBPAIR) and a protected cache (a PPC with an ECC

scheme). It implements both error-resilience at the application layer and an ECC scheme at

the hardware layer.

5. CC-PROTECT: This is our proposed composition, in which we exploit error-resilient

video encoding PBPAIR and PPC with an EDC scheme, and it supports middleware-driven

mechanisms aware of soft errors such as translating SER for PBPAIR and triggering a hybrid

scheme of DFR and BER.

Within our proposed composition, we study various selective schemes such as:

• Naive DFR - always triggers a DFR mechanism.

• Naive BER - always triggers a BER mechanism.

• No DFR/BER - never triggers a DFR or BER mechanism.

• Random DFR/BER - randomly triggers a DFR or BER mechanism.

• SA-DFR/BER - selects a DFR or BER mechanism depending on slack.

• FA-DFR/BER - selects a DFR or BER mechanism depending on frame.

• QA-DFR/BER - selects a DFR or BER mechanism depending on QoS.
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Figure 5.6: Experimental Setup – Compiler/Simulator/Analyzer

5.5.1.2 Simulation Setup

We perform our study on an extensive simulation environmentthat we have built to

model the HP iPAQ h5555 [40] like processor-memory system. We have modified thesim-cache

simulator from the SimpleScalar toolchain [11] to model thePPC architecture and to inject soft

errors as in our previous work [65]. To support the unequal data protection for a PPC architecture,

a compiler as shown in Figure 5.6 generates not only an executable but also a page mapping

table. A page mapping table has a list of the marked global variables (multimedia data), which

will be mapped into an unprotected data cache and the other data will be exclusively mapped into

a protected data cache in a PPC during simulations. Note thatall data will be mapped into an

unprotected cache in case of an error-prone data cache.

As test video streams,AKIYO, FOREMAN, andCOASTGUARDin QCIF format (176×144

pixels) are used for our simulation study, and each of them represents a video clip of low activ-

ity, medium activity, and high activity, respectively. To evaluate the cycle accurate results within

reasonable amount of simulation time, 300 frames of each video stream are chopped into 75 se-

quences of four frames (several hours to simulate a video encoding with 300 frames of video on

Sun Sparc at 1.5 GHz). We then ran a simulation at least four times with each sequence, resulting

in more than 300 runs studied (300runs= 4 times o f run×75 sequences). DFR parameters are

inputs for selective DFR/BER schemes. For instance, a slackvalue (S) is given for SA-DFR/BER

in Section 5.4.

The simulator models soft errors by randomly injecting single-bit errors and double-
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bit errors in an unprotected data cache according to SERs. Thus, a single-bit in a data cache is

randomly chosen, and a bit value at this single-bit is inverted if a randomly generated number

is less than SER when an instruction is executed in the simulator. Similarly, double-bit errors

are injected. Since a protected data cache is resilient against single-bit errors, only double-bit

errors occur. To accomplish the experiments in a reasonableamount of time, accelerated SERs are

used. SER is set to 10−11 per KB per instruction for single-bit errors. Note that SER for current

technology (about 2.28×10−17 at 90nm)1 is much less than this accelerated SER by several orders

of magnitude, but it increases exponentially as technologyscales [8, 38, 77, 124]. However, we

maintain the accurate rate (about 10−2) between single-bit SER and double-bit SER, thus 10−13

per KB per instruction is used for double-bit errors.

5.5.1.3 Evaluation Metrics

Our simulator returns the number of accesses and the number of misses to each cache

configuration. We analyzed these statistics with given power and performance numbers, and es-

timated access time and energy consumption of the memory subsystem as shown in Figure 5.6.

QoS is measured in PSNR (Peak Signal to Noise Ratio) using theencoded video output and the

original video input.

Performance Model: For performance evaluation of each composition, we estimate

the access latency to the memory subsystem. The access latency of memory subsystemL is esti-

mated asL = (Acache×Laccess)+ (Mcache×Lmiss)+ (Npolicy×Lpolicy) whereAcache is the number

of accesses to a cache,Laccessis the cache access time,Mcache is the number of misses to a cache,

Lmissis the cache miss penalty, i.e., the access penalty to a bus and a memory,Npolicy is the number

of triggered policies such as DFR and BER, andLpolicy is the latency penalty for a policy. The

overhead of delay for ECC is estimated and synthesized usingthe CACTI [106] and the Synopsys

Design Compiler [113] as in our previous work [65], and the overhead of delay for EDC is cal-

culated using the ratio between delays of ECC and EDC from previous papers [65, 72]. Also, the

delay overheads for DFR and BER are estimated through the simulations so that the overheads for

context switch and checkpoints are added at the analysis stage in our simulation study as shown

1It is projected using an exponentially increasing ratio from 1,000 FIT/Mbit at 180nmtechnology to 100,000 FIT/M-
bit at 130nm technology [8, 77].
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in Figure 5.6.

Energy Model: We estimate the energy consumption of the memory subsystem using

the power models presented in our previous work [108]. The overheads of power for a Hamming

code (38,32) and a parity code are synthesized and estimatedsimilar to those for delay. The

power consumption penalty for a recovery policy such as DFR and BER is estimated through

simulations. The energy consumption of the memory subsystem E is computed asE = (Acache×

Paccess) + (Mcache×Pmiss)+ (Npolicy×Ppolicy) wherePaccessis the power consumption per cache

access,Pmiss is the power penalty per cache miss, andPpolicy is the power penalty for a recovery

policy. Due to the lack of space, power and delay penalties are detailed in our technical report

[68].

Failure Rate Model: To estimate reliability, we define an execution as aSuccessif it

ends within twice the normal execution time and returns the correct output opened by a decoder.

Otherwise, we assume that it is aFailure due to causes such as a system crash, infinite loop,

or segmentation fault. Note that the degradation of video data is not considered as a failure in

our study. The failure rate has been obtained through at least hundreds of executions for each

composition by counting the number of failures out of a totalnumber of executions based on the

binomial distribution analysis [68].

Quality of Service Model: We estimate the QoS in PSNR. PSNR is defined in dB

as PSNR= 10LOG10(
MAX2

MSE ), whereMAX is the maximum pixel value andMSE is the Mean

Squared Error, which is the mean of the square of differencesbetween the pixel values of the

erroneous video output (due to soft errors and frame drops),and of the correctly reconstructed

output (without errors).

5.5.2 Experimental Results

We present two sets of experiments. First, we demonstrate the effectiveness of our co-

operative, cross-layer methods in low-cost reliability ata slight degradation of QoS for different

video streams (Section 5.5.2.1). Second, we show the effectiveness of intelligent DFR/BER selec-

tion schemes to improve the video quality (Section 5.5.2.2).
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Figure 5.7: CC-PROTECT achieves the low-cost reliability at the minimal QoS degradation

5.5.2.1 Effectiveness of CC-PROTECT

Figure 5.7 clearly shows that our cross-layer, error-awareapproach increases the reli-

ability with the minimal costs of performance and energy consumption as well as the minimal

degradation of video quality.

Figure 5.7(a) clearly demonstrates that our CC-PROTECT (PBPAIR, a DFR mechanism,

and a PPC with an EDC protection) improves the failure rate bymore than 1,000 times than that

of BASE (GOP and an unprotected data cache). This reliability improvement is mainly due to

the coupling of the error detection and a DFR mechanism in a cross-layered manner. While HW-

PROTECT and MULTI-PROTECT have lower failure rates than that of BASE, CC-PROTECT

has lower failure rate than either of them. This is because ithas less time to be exposed to soft

errors due to the combined effects of a frame drop and the performance efficiency of PBPAIR

over GOP. It is important that APP-PROTECT (PBPAIR and an unprotected data cache) shows

the failure rate close to that of BASE since a failure resultsfrom errors on control data, which are
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not protected in APP-PROTECT. Thus, our CC-PROTECT can achieve the best reliability among

all compositions.

Figure 5.7(b) shows that our CC-PROTECT scheme is the best interms of performance.

It reduces the memory subsystem access time by 58%, comparedto that of BASE. It is very effec-

tive since CC-PROTECT reduces the failure rate by 1,000 times and it reduces the access latency

of memory subsystem compared to BASE. Note that all the othercompositions incur a perfor-

mance overhead but CC-PROTECT improves the performance. This performance improvement

is a result of skipping intensive compression algorithms due to a DFR mechanism and the perfor-

mance efficiency of PBPAIR algorithms. However, the performance efficiency of PBPAIR is not

well exploited in case of APP-PROTECT, (showing 5% overheadcompared to BASE) because

PBPAIR increases the compression efficiency rather than theperformance efficiency at low PLR

such as 0% PLR. For the same reason, MULTI-PROTECT incurs about 4% overhead compared to

BASE. Indeed, HW-PROTECT does not incur the performance overhead because a PPC achieves

high performance by protecting only non-multimedia data [65].

From the perspective of energy consumption of the memory subsystem, our CC-PROTECT

scheme saves energy consumption by 49%, 56%, 52%, and 57% as compared to BASE, HW-

PROTECT, APP-PROTECT, and MULTI-PROTECT, respectively, as shown in Figure 5.7(c). CC-

PROTECT reduces the energy consumption of memory subsystemdue to (i) less expensive EDC

technique than ECC, (ii) skipping expensive compression algorithms due to a cooperative DFR

mechanism, and (iii) energy efficiency of PBPAIR by introducing more intra-coded macro-blocks

than expensive inter-coded macro-blocks. Note that all other compositions incur overheads of

performance and power compared to BASE except for CC-PROTECT. Thus, CC-PROTECT can

even reduce the power and access time of memory subsystem while obtaining high reliability.

Our CC-PROTECT scheme achieves video quality close to thoseof other composi-

tions as shown in Figure 5.7(d). While an EDC scheme protectsthe non-multimedia data in CC-

PROTECT, a frame drop due to a DFR mechanism degrades the video quality. Note that PBPAIR

algorithms can improve this video quality by increasing theresilience level at the cost of the com-

pressed video size (causing the transmission costs of powerand delay). However, CC-PROTECT

saves at least 49% of power and performance for the minimal failure rate at the minimal cost of

QoS by up to 1.41 dB (less than 5% quality degradation) compared to all the compositions. Note
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Table 5.3: CC-PROTECT is very effective in terms of performance, power, and reliability at the
minimal QoS degradation for different video streams (normalized result of each composition to
that of BASE)

System Composition Access Time Energy Consumption Failure Rate Video Quality

BASE 1 1 1 1

HW-PROTECT 0.99 1.14 0.4 E-2 1.02

AKIYO              APP-PROTECT 0.87 0.89 13.2 E-2 1.01

(low activity) MULTI-PROTECT 0.89 1.03 0.2 E-2 1.02

CC-PROTECT 0.27 0.34 0.1 E-2 1.02

BASE 1 1 1 1

HW-PROTECT 1 1.15 0.5 E-2 1.04

FOREMAN APP-PROTECT 1.05 1.06 12.3 E-2 1.01

(medium activity) MULTI-PROTECT 1.04 1.19 0.3 E-2 1.03

CC-PROTECT 0.42 0.51 0.1 E-2 0.99

BASE 1 1 1 1

HW-PROTECT 0.99 1.14 0.4 E-2 1.03

COASTGUARD APP-PROTECT 1.09 1.1 13.0 E-2 0.99

(high activity) MULTI-PROTECT 1.06 1.23 0.3 E-2 1.02

CC-PROTECT 0.49 0.58 0.1 E-2 0.93

Video Stream

that these results come from only one soft error at the protected cache in a PPC, and the video

quality may degrade significantly due to multiple frame drops resulting from multiple occurrences

of soft errors. We present the experimental results for those cases in Section 5.5.2.2.

Table 5.3 summarizes the normalized results of each composition to those of BASE in

terms of performance, power, reliability, and QoS for different video streams. This table clearly

shows that CC-PROTECT has the least costs of power and performance for the minimal failure

rate with the minimal QoS degradation for all video streams.The interesting observation that

we can make from this table is that we can even improve the video quality while still saving the

performance and power costs (73% and 66%, respectively) compared to BASE for a video stream

AKIYO. This quality improvement (about 2%) is because: (i) a framedrop may not affect the video

quality for a video stream with low-activity such asAKIYOand (ii) less amount of execution time

of PBPAIR results in less exposure of a data cache to soft errors. Indeed, the QoS impact of one

frame drop forAKIYO is about 0.08% on average. On the other hand, for high activity of video

stream such asCOASTGUARD, our CC-PROTECT degrades the video quality by about 6% in

PSNR. But still CC-PROTECT demonstrates the least access time and energy consumption for

the minimal failure rate. Note that all these results are evaluated under the condition of no errors

in the network. We also observed similar results under various network status configurations.

For example, at 10% PLR, our CC-PROTECT reduces access time of memory subsystem by

58%, while APP-PROTECT saves it by 32% (more error rate triggers more intra-coded macro-
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blocks, causing high performance in PBPAIR algorithms), ascompared to BASE. We have also

run simulations for different compositions and similar results demonstrated the effectiveness of

our CC-PROTECT. For instance, a composition (GOP and a 32 KB of protected cache with an

ECC – forward error recovery) incurs 45% performance and 34%energy overheads as compared

to BASE. This is because all data (multimedia data and control data) are protected from soft

errors with an expensive ECC scheme. Due to the lack of space,more results are available in our

technical report [68].

In summary, our cooperative, cross-layer methods exploit aDFR mechanism with an

inexpensive EDC protection to decrease the failure rate by about 1,000×, and an error-resilient

video encoding technique to minimize the quality degradation by 2% while significantly saving the

access time by 61% and energy consumption by 52% on average over multiple video streams, as

compared to BASE. Also, our cooperative, cross-layer approach achieves a better reliability than a

previously proposed PPC architecture with an ECC protection at the cost of 3% QoS degradation

while reducing the access time by 60% and the energy consumption by 58%.

5.5.2.2 Effectiveness of Intelligent Selective Schemes

Our CC-PROTECT scheme outperforms all possible compositions in terms of perfor-

mance, power, and reliability while it slightly degrades the video quality mainly due to frame

drops when soft errors occur. Figure 5.8 demonstrates that all intelligent selective schemes im-

prove the video quality without incurring performance and energy costs significantly (still mostly

lower than costs of BASE).

In Figure 5.8, the X-axis represents selective mechanisms compared to BASE. Note that

they are all running PBPAIR on a PPC architecture with an EDC scheme except for BASE (run-

ning GOP on an unprotected cache) and No DFR/BER (running PBPAIR on a PPC without any

protection) for comparison. We parameterize a policy selection based on available information in

a mobile device. The Naive DFR scheme shows the worst video quality as shown in Figure 5.8(d)

at the least costs in terms of power and performance as shown in Figure 5.8(b) and Figure 5.8(c).

Note that Naive DFR in Figure 5.8 results from multiple soft errors (1.7 errors on average) on the

protected data cache in a PPC, which degrades the video quality worse than that of CC-PROTECT

in Figure 5.7(d). On the other hand, Naive BER scheme presents better video quality than that of

93



Failure Rate

2.0E-05

4.0E-05

3.1E-04

2.5E-05
3.3E-05 3.1E-05 2.7E-05

2.0E-02

1E-05

1E-04

1E-03

1E-02

1E-01

BASE Naïve DFR Naïve BER No

DFR/BER

Random

DFR/BER

SA-

DFR/BER

FA-

DFR/BER

QA-

DFR/BER

Policy

F
a

il
u

re
 R

a
te

 (
L

O
G

)

(a) Reliability: Failure Rate

Memory Subsystem Access Latency

1.00

0.39

0.71

0.39

0.51

0.66

0.60

0.48

0

0.2

0.4

0.6

0.8

1

1.2

BASE Naïve DFR Naïve BER No

DFR/BER

Random

DFR/BER

SA-

DFR/BER

FA-

DFR/BER

QA-

DFR/BER

Policy

N
o

rm
a

li
z
e

d
 M

e
m

o
ry

 S
u

b
s

y
s

te
m

 

A
c

c
e

s
s

 T
im

e
 t

o
 B

a
s

e

(b) Performance: Access Time to Memory Subsystem

Memory Subsystem Energy Consumption

1.00

0.48

0.86

0.56
0.62

0.80

0.72

0.58

0

0.2

0.4

0.6

0.8

1

1.2

BASE Naïve DFR Naïve BER No

DFR/BER

Random

DFR/BER

SA-

DFR/BER

FA-

DFR/BER

QA-

DFR/BER

Policy

N
o

rm
a

li
z
e

d
 M

e
m

o
ry

 S
u

b
s

y
s

te
m

 

E
n

e
rg

y
 C

o
n

s
u

m
p

ti
o

n
 t

o
 B

a
s

e

(c) Power: Energy Usage of Memory Subsystem

Video Quality

31.79

30.33

32.65 32.80
32.18

31.81
32.27 31.95

20

25

30

35

40

BASE Naïve DFR Naïve BER No

DFR/BER

Random

DFR/BER

SA-

DFR/BER

FA-

DFR/BER

QA-

DFR/BER

Policy

P
S

N
R

 (
d

B
)

(d) QoS: Video Quality

Figure 5.8: Intelligent selective schemes maintain the video quality and reliability with minimal
overheads of power and performance

Naive DFR while incurring the most expensive power and performance costs compared to other

schemes. In terms of reliability, Naive BER shows worse failure rate than that of Naive DFR as

shown in Figure 5.8(a). This is mainly because Naive BER increases the execution time, causing

more time for a PPC to be exposed to soft errors. Clearly, No DFR/BER does not have a mecha-

nism to protect a system from soft errors, causing very high failure rate as shown in Figure 5.8(a).

Note that Figure 5.8(d) shows higher video quality of No DFR/BER than others. This is because

we measured the video quality in PSNR when simulations are successes where No DFR/BER

does not skip any frame. Random DFR/BER provides good video quality with inexpensive power

and performance. For SA-DFR/BER, the results have been profiled with the knobS (the portion

of ACET) from 0% to 100% in 10% increments, and SA-DFR/BER with S = 60% is compared

in Figure 5.8 since it is the least value of the knob to recoverthe video quality better than that

of BASE according to profiled results. However, it is an expensive approach since it incurs high
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overheads in terms of power and performance while it presents a better video quality than that of

Naive DFR. For FA-DFR/BER scheme, our preliminary experiments show that the difference in

PSNR between consecutive frames make the 2nd, 3rd , and 4th frame in the descending order of

the importance on average. Thus, FA-DFR/BER with 2nd frame is studied to improve the video

quality most and indicates that we select BER rather than DFRwhenever a soft error occurs in

encoding the 2nd frame. In these particular experiments, FA-DFR/BER schemeis more effective

than SA-DFR/BER scheme since it has lower costs with better QoS (failure rates are close). For

QA-DFR/BER, 31.79 dB is considered as the QoS threshold value since it is the average video

quality in case of BASE. QA-DFR/BER provides lower video quality while incurring less costs

than FA-DFR/BER scheme. Thus, each selective scheme has pros and cons in terms of perfor-

mance, power, reliability, and QoS.

In summary, selective DFR/BER mechanisms allow a system to maintain the video qual-

ity and reliability with minimal costs of power and performance.

5.6 Summary

Reliability is of paramount concern in mobile devices wherethe resources such as power

and performance are constrained. In order to resolve the complexity of trade-offs among multi-

dimensional properties, a cross-layer approach from the hardware layer to the application layer

should be taken into account since traditional techniques are unable to address the impacts of an

approach on other properties at other layers, and are unableto drive the whole system’s reliability

in a power and performance efficient manner.

Traditionally, reliability techniques have been developed at individual levels, and have

remained seemingly incognizant of the strategies employedat other levels. While focusing their

attention to a single level, researchers make a general assumption that no other schemes are opera-

tional at other levels. We believe that the cumulative effect of reliability schemes at multiple levels

can be potentially significant; but this also requires careful evaluation of the trade-offs involved

and the customizations required for unified operation.

In this chapter, we present our cross-layer strategy for low-cost reliability, CC-PROTECT

or Cooperative, Cross-layer Protection. By synergistic cooperation among PPC with EDC at the
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Figure 5.9: Cooperative Cross-Layer Protection – CCPROTECT exploits existing error control
schemes across system abstraction layers to achieve cost efficient reliability

hardware level, DFR and BER at the middleware level, and EAVEat the application level on mo-

bile multimedia systems as shown in Figure 5.9, we obtain high reliability, high performance, and

high energy saving at the cost of slight QoS degradation. With the perspective of reliability, a

less expensive EDC scheme for PPC architectures than an ECC scheme can detect an error, and

a DFR mechanism recovers an erroneous state by dropping a current encoding frame and moving

forward to the next frame encoding in mobile video applications as shown in Figure 5.9. With the

perspective of QoS, CC-PROTECT exploits an error-aware video encoding to reduce the impact

of a frame drop due to DFR by translating SER into FLR, and considering a frame drop as a frame

loss due to packet losses in networks as shown in Figure 5.9.

While traditional protection techniques deploy compositions of error-resilient techniques

or protected schemes without cooperation in a cross-layered manner, our CC-PROTECT scheme

has been demonstrated as a very effective method to improve the performance and energy con-

sumption rather than incurring overheads with better reliability at the minimal cost of QoS degra-

dation. CC-PROTECT also expands the tradeoff space for multi-dimensional design constraints,

and the applicability of existing error control schemes across system abstraction layers.
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Chapter 6

Conclusion

6.1 Summary

With rapid advancement of technology and wide deployment ofwireless communica-

tion, multimedia applications are becoming popular in mobile embedded systems. On the other

hand, reliability is becoming a serious concern for embedded system design due to high integra-

tion of complex algorithms and increasing error rates as technology scales. For example, soft

error rates are expected to increase exponentially with each technology in SRAM architectures.

It is challenging to achieve low-cost reliability since theresources are significantly constrained

in mobile embedded systems. Further, there exist tradeoffsamong these design constraints. For

example, conventional redundancy techniques such as errorcorrection codes incur high overheads

in terms of performance, power, and area cost while voltage scaling techniques increase the soft

error rate exponentially.

This thesis proposed a cooperative, cross-layer methodology to design reliable mobile

embedded systems with minimal costs. Previously, cross-layer approaches have been focused

on tradeoffs among performance, power, timing, and QoS, butnot reliability together. We have

presented PPC (Partially Protected Caches) architectures, EAVE (Error-Aware Video Encoding),

and CC-PROTECT (Cooperative, Cross-layer Protection) as cooperative cross-layer strategies in

this thesis:

• PPC is a cross-layer strategy for error-resilient microarchitecture at the hardware layer with

minimal overheads in terms of power, performance, and area by exploiting the natural error-

tolerance of multimedia data and the vulnerable time of dataand codes at the application
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layer.

• EAVE is a cross-layer strategy for maximal energy reduction by actively exploiting errors

at the middleware layer and video encoding at the application layer, which was originally

developed to encode video data resilient against network errors in an energy-efficient way.

• CC-PROTECT is a cross-layer strategy to achieve low-cost reliability for mobile multime-

dia embedded systems by exploiting PPC architectures with an error detection code at the

hardware layer, developing a joint recovery scheme at the middleware layer, and extending

the applicability of EAVE for hardware-induced frame dropsat the application layer.

6.2 Contribution

The contributions and results of cross-layer strategies that this thesis presents are enu-

merated below:

1. This thesis develops cooperative and cross-layer methods for low-cost reliability:

• PPC strategy includes the hardware and application level schemes [65, 64, 67, 47, 66].

• EAVE strategy includes the application, middleware, and network level schemes [63,

48].

• CC-PROTECT strategy includes the application, middleware, operating system, and

hardware level schemes [69, 68].

2. This thesis significantly expands the tradeoff space considering multiple design constraints

such as performance, energy consumption, reliability, andQoS.

3. This thesis saves resources significantly with minimal costs.

• PPC strategy improves the performance by 16% and the energy consumption by 8%

at the cost of QoS degradation, as compared to a previously proposed cache with an

error correction protection [67].

• EAVE strategy reduces the energy consumption by 37% withoutQoS degradation, as

compared to a normal video encoding [63].
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• CC-PROTECT strategy improves the performance by 60%, the energy consumption by

58% at the minimal QoS degradation, as compared to a previously proposed hardware-

based protection [69].

4. This thesis extends the applicability of existing techniques.

• PPC strategy extends the previously proposed HPC (Horizontally Protected Caches)

architecture for the purpose of reliability.

• EAVE strategy extends the applicability of error-resilient video encodings for active

error exploitation, i.e., intentional frame dropping.

• CC-PROTECT strategy extends an error-resilient video encoding and a drop and for-

ward recovery technique against hardware defects.

6.3 Future Directions

The future work of this thesis includes the expansion of our strategies for different

classes of errors across system abstraction layers in mobile embedded systems. For example,

CC-PROTECT presents a simple method to translate the soft error rate at the protected cache into

the frame loss rate at the middleware layer, and we plan to extend the translation and integration

methods for different types of errors across system layers within embedded systems as well as in

distributed embedded systems. By presenting a method for error rate conversion, CC-PROTECT

can be applied for various classes of errors in a resource-efficient way. Also, we plan to apply

our cooperative, cross-layer strategies for different components. For instance, our CC-PROTECT

scheme can be used not only for cache protection but also for logic components against temporary

faults in mobile embedded systems.

The methodology of this thesis can be expanded in the contextof distributed embedded

systems. In particular, we plan to extend our strategies considering dynamic network status as

well as environmental contexts. For example, our presentedknobs such as the error injection rate

in EAVE and threshold values for intelligent selective schemes in CC-PROTECT can be adjusted

according to current network status and categories of remaining resources for each mobile device

attending a session in distributed system environments. Also, pervasive computing environments
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can provide important contexts, and they will be involved todetermine our policies that extend

strategies outlined in this thesis.
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