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Abstract

Study of contrast sensitivity of the human eye shows that we
are more sensitive to brightness differences at low intensity
levels than at high intensity levels. We apply this fact effec-
tively to achieve brightness seamlessness in multi-projector
displays. Multi-displays, popularly made of a rectangu-
lar array of partially overlapping projectors, show severe
spatial variation in brightness. Existing methods achieve
brightness uniformity across the display by matching the
brightness response of every pixel to the pixel with the most
limited contrast leading to severe compression in the con-
trast of the display. In this paper, we propose a method that
allows a constrained variation in brightness guided by the
human contrast sensitivity function such that it is impercep-
tible to the human eye and this achieves seamless multi-
display. At the same time, such a constrained smoothing of
the brightness leads to dramatic improvement in the contrast
of the display making it practically usable.

1 Introduction

The human sensitivity to spatially varying contrast is a well-
studied problem in the perception literature. Contrast sensi-
tivity defines the amount of minimum contrast required for
human detection of a spatially varying brightness pattern
and shows that the humans are more sensitive to brightness
differences at low intensity than at high intensity [29]. In
this paper, we use this perceptual phenomenon to achieve
brightness seamlessness of large high-resolution displays
made by tiling multiple commodity display devices. Such
multi-displays offer an inexpensive way to display high-
resolution life-size images essential for large scale visu-
alization and virtual reality applications used for training,
simulation and entertainment. Multi-displays can be built
by a rectangular array of LCD panels or projectors. LCD
panels cannot provide a physically seamless display due
to the presence of visibly thick mullions between adjacent
LCD panels. Projectors, on the other hand, can display in a
space disassociated from the physical device and hence, can
be tiled in a physically seamless fashion. This makes multi-
projector displays a popular choice for multi-displays.

In building multi-projector displays there exists several
issues such as driving architecture and data distribution
[26, 13, 2, 11, 12], but the most important issues to be
addressed to make multi-projector display look like a sin-

gle display are geometric misalignment and color variation.
Several algorithms achieve geometrically undistorted and
aligned displays [24, 23, 31, 10, 25, 7, 5]. But color varia-
tion is still a significant problem.

Figure 1:Digital photographs of tiled displays showing the color
variation problem. Left: Example of severe color variation across
a display made of abutting projectors when every pixel of this dis-
play is projecting the identical input of the maximum intensity for
green. Right: A tiled display made of a3× 5 array of fifteen pro-
jectors (10′ × 8′ in size) with perfect geometric registration, but
with color variation.

The spatial color variation in a multi-projector display
can be severe (Figure 1) with many factors contributing to
it. The most salient are commodity optics of projectors
causing a center-to-fringe fall-off in brightness (commonly
called the hot-spot effect) pronounced by distance attenua-
tion of light and non-Lambertian screens, variation in age
of bulbs and properties of filters across different projectors
causing difference in color across the projectors, and partial
overlaps across different projectors causing higher bright-
ness overlap regions.

Color is defined by one dimensional brightness and two
dimensional chrominance (defining hue and saturation).
[20, 16] shows that most current multi-displays made of
projectors of thesame modelshow large spatial variation in
brightness while the chrominance is almost constant. Also,
humans are an order of magnitude more sensitive to bright-
ness variation than to chrominance variation [6, 8, 29].
Thus, spatial brightness variation is much more significant
than the chrominance variation.

Initial methods of color compensation used blending or
feathering techniques to smooth the brightness transition
across the overlaps using either software [24], or physical
masks mounted at the projector boundaries [15], or optical
masks inserted in the light path of the projectors [4]. [21] re-
placed the different bulbs of the projectors by a single com-
mon bulb from which the light was distributed to the differ-
ent projection devices via optical fibres to remove the color
variation introduced by varying bulb ages across different
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Figure 2:The fifteen projector tiled display before blending (left), after software blending (middle), and after optical blending(right).

Figure 3: The10′ × 8′ tiled display made of3 × 5 array of four projectors. Left: Before any correction. Middle: After matching
the brightness response at every pixel with the pixel having the most limited contrast. Right: Contrast enhancement after smoothing the
brightness response.

projectors. However, these methods did not measure the
color variation and assumed linear gamma for projectors.
Hence, they resulted in softening of the seams in the over-
lapping region, rather then removing them (Figure 2). The
next generation methods no color variation within a projec-
tor and used low resolution sensors like a photometer or a
spectroradiometer to estimate the color response at one spa-
tial location per projector and then apply a gamut/brightness
matching across different projectors [28, 27, 3, 17, 30].

More recently, [19, 18] used a commodity digital cam-
era to capture the spatial brightness variation of a multi-
projector display accurately, both across and within the pro-
jectors. This variation was then removed by matching the
brightness response of every pixel of the display with the
pixel with most limited contrast and brightness. This lead
to severe degradation in the display quality (Figure 3).

The nature of human contrast sensitivity shows higher
sensitivity to brightness differences at low intensity levels
than at high intensity levels. Using this fact, we show that
instead of achieving an uniform brightness response at ev-
ery pixel of the display, we can allow the brightness to vary
across the display in a smooth manner such that it stays
within the sensitivity levels of the human eye and thus is not
noticeable or perceptible. In fact, we pose this as an opti-
mization problem where the contrast of the display is maxi-
mized while varying the brightness in a constrained fashion,
leading to a display that ‘looks’ seamless, and at the same
time, maintains high contrast (Figure 3 and 12). This bright-
ness smoothing is the primary contribution of this paper.

In Section 2, we discuss the use of human contrast sensi-
tivity function in designing our method. Next, we describe
our algorithm in details in Section 3 and conclude with fu-
ture work in Section 4.

2 Human Sensitivity to Contrast
In this section, we derive an equation to describe the sensi-
tivity of the human eye to brightness differences at different

intensities. The basics of perceptual phenomenon and re-
sults that we use here for that purpose, including the figures,
are borrowed from [29].

Figure 4:Left: The threshold contrast sensitivity function (CSF)
of the human eye. The top most curve is for grating with mean
brightness of5 foot Lamberts. As the mean brightness of the
grating decreases, the contrast sensitivity decreases as shown by
the lower curves, for0.5, 0.05, 0.005, and0.005 foot Lamberts.
Right: Absolute modularion sensitivity as a function of brightness
level. Here the data from the plot in the left have been replotted to
show sensitivity to absolute brightness differences than to contrast
(a relative measure). (courtsey [Valois and Valois 1990])

The contrast of a waveform spatially varying in bright-
ness in a sinusoidal fashion is defined as the ratio of its
amplitude and mean. Contrast threshold function defines
the minimum contrast required to detect such a sinusoidal
waveform of a particular mean and spatial frequency. Con-
trast sensitivity function (CSF) is a reciprocal of the contrast
threshold function (Figure 4).

Note that contrast is a relative measure. So, at mean
brightness of1 cd/m2, a sinusoidal grating of50% contrast
would have a peak of0.5 and a trough of1.5 cd/m2; at a
mean of1000 cd/m2, a similar50% contrast grating would
have a peak of500 cd/m2 and a trough of1500 cd/m2.
Thus, an observer with constant contrast threshold of50%
at both these intensity levels can only detect a peak-to-
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trough brightness of1000 cd/m2 or above at high intensity
levels, but a difference as small as1 cd/m2 at the low inten-
sity levels. Thus, the observer is1000 times more sensitive
to brightness differences at low intensity levels than at high
intensity levels. To illustrate this, the threshold CSF is plot-
ted against absolute brightness differences (Figure 4). This
shows that at very high spatial frequencies, sensitivity to ab-
solute brightness differences roughly converge to the same
curve, but for most of the frequency spectrum, the sensitiv-
ity to absolute brightness differences increases as intensity
decreases. This can also be described by the Weber Law.

From this fact we derive a simple equation that says that
for a spatially varying brightness fieldL(x, y), if the abso-
lute luminance difference at any point (given by the deriva-
tive of the brightness at that point in the directionx) is
within a fractionλ of the original brightness, i.e.,

∂L

∂x
≤ λL, (1)

it can go undetected by the human eye. The fractionλ is
guided by the Weber Law. Note that, as per Equation 1,
as the intensity reduces, the absolute brightness difference
also reduces indicating higher sensitivity and vice versa, as
predicted by the CSF.

3 Algorithm

We pose the problem of achieving brightness seamlessness
in multi-displays as an optimization problem. We seek to
maximize a scalar optimization function capturing the con-
trast of the display subject to the constraint of Equation 1.
First, we formulate the problem and describe the method for
gray multi-displays and then extend it to color displays.

3.1 Gray Multi-Display

Let us first consider a single projector. The brightness
B(x, y, i) at a pixel(x, y) of the projector for an inputi,
0.0 ≤ i ≤ 1.0 is given by

B(x, y, i) = g(i).H(x, y) (2)

whereg(i) is non-linear gamma function andH(x, y) is the
maximum brightness that can be projected at pixel(x, y) (H
standing for ‘highest’). Equation 2 assumes thatg does not
vary spatially within a projector, that has been empirically
verified to be true in [16]. The second simplifying assump-
tion made in Equation 2 is that the brightness projected for
black, i.e.i = 0.0, is zero (no light is projected for the black
input). However, it has been shown in many previous work
[17, 28, 20] that projectors project some light even with in-
put i = 0.0 (commonly called the black offset). Hence, we
modify Equation 2 to take account for the black offset as
follows,

B(x, y, i) = g(i).(H(x, y)− L(x, y)) + L(x, y) (3)

whereL(x, y) is the minimum brightness projected at pixel
(x, y) (L standing for ‘lowest’). Also note that, ifg is

a monotonic function, then the maximum and minimum
brightness at(x, y) occurs for inputi = 1.0 and i = 0.0
respectively. Or, in other words,H(x, y) = B(x, y, 1) and
L(x, y) = B(x, y, 0). But, it has been shown in [20] that
gamma function for projectors are often non-monotonic.
Hence, the maximum and minimum brightness response
may not occur for input1.0 and0.0 respectively. The func-
tionsH andL for a projector are illustrated in Figure 5.

Figure 5: Left: H(x, y) (in green) andL(x, y) (in red) for a
single projector. Right: TheHD(x, y) andLD(x, y) generated by
spatially compositing theH andL from different projectors in a15
projector display tiled in a3×5 array. The high luminance regions
in correspond to the overlap regions across different projectors.

Next, we consider a multi-display where one or more
projectors can project at a pixel(x, y). Let j projectors con-
tribute at pixel(x, y). j = 1 indicates that no two projectors
overlap at the pixel(x, y). j > 1 indicates that multiple
projectors overlap at that pixel(x, y). The brightness re-
sponseBD(x, y, i) at any pixel(x, y) of the multi-display
D is the sum of the brightness response of all the projectors
contributing to that pixel. Formally, it is written as

BD(x, y, i) =
∑

j

Bj(x, y, i) (4)

=
∑

j

(gj(i).(Hj(x, y)− Lj(x, y)) + Lj(x, y))(5)

3.1.1 Brightness Uniformity

[20, 18] presents a method to achieveuniform brightness
response at every pixel(x, y) of a multi-display. In this
method, a digital camera is used measure the parametersg,
H andL for every projector. This requires geometric cali-
bration information for which any existing methods can be
used [23, 31, 10, 25, 5]. Next, the brightness response at ev-
ery pixel is matched to achieve uniform brightness through-
out the display. In this subsection, we describe this method
using the parameters of Equation 5 devised in this paper.
This treatise is a formal way to analyze the method pre-
sented in [20, 18].

First, a uniform gamma function, G, is chosen for all
projectors reducing Equation 5 to

BD(x, y, i) = G(i).

(∑
j

Hj(x, y)−
∑

j

Lj(x, y)

)
(6)

+
∑

j

Lj(x, y), (7)

= G(i).(HD(x, y)− LD(x, y)) + LD(x, y),(8)
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whereHD andLD are the maximum and minimum bright-
ness response of the whole display and are computed by
spatially compositing theH andL from each projector.The
HD andLD for a fifteen projector display is illustrated in
Figure 5.

To achieve brightness uniformity, the spatial variation in
HD andLD is removed by modifying them toH ′

D andL′D
respectively such that

H ′
D(x, y) = min

∀(x,y)
HD(x, y); L′

D(x, y) = max
∀(x,y)

LD(x, y) (9)

Thus, the brightness response at every pixel is matched to
the ‘worst’ pixel with the most limited contrast and the mod-
ified brightness response of the display is given by,

BD(x, y, i) = G(i).(H ′
D(x, y)− L′

D(x, y)) + L′
D(x, y). (10)

TheHD andH ′
D thus generated for a four projector display

is illustrated in Figure 6. However, matching the contrast of
all pixels to the pixel with the most limited contrast leads to
severe compression in display contrast (Figure 3).

3.1.2 Brightness Smoothing

To address this display contrast compression, instead of
makingH ′

D (L′D) uniform, we allow a variation in them,
but constraint in such a manner that it is not perceptible to
the human eye. In fact, we pose this problem of modifying
HD (LD) to H ′

D (L′D) as an optimization problem defined
by the following optimization constraints.

1. Range Constraint: This constraint ofH ′
D(x, y) ≤

HD(x, y) ensures thatH ′
D never goes beyond the max-

imum brightness achievable by the display,HD. In
practice, with discrete sampling of these functions,

H ′
D[x][y] < HD[x][y], ∀x, y.

2. Perceptible Variation Constraint:This constraint is
achieved by applying Equation 1 toH ′

D directly as
∂H′

D

∂x ≤ λH ′
D, and assures thatH ′

D has a smooth vari-
ation imperceptible to humans.λ is called thecontrast
parameterand ∂H′

D

∂x is the gradient ofH ′
D along any

directionx. In the discrete domain, when the gradient
is expressed as linear filter involving the eight neigh-
bors(x′, y′) of a pixel (x, y), x′ ∈ {x − 1, x, x + 1}
andy′ ∈ {y − 1, y, y + 1}, this constraint is given by

|H′
D [x][y]−H′

D [x′][y′]|√
|x−x′|2+|y−y′|2

≤ λH ′
D[x][y],∀x, y, x′, y′.

3. Contrast Maximizing Objective Function:The above
two constraints can yield many feasibleH ′

D. To max-
imize contrast, the integration ofH ′

D has to be maxi-
mized. In discrete domain, this is expressed as

maximize
∑X−1

x=0

∑Y −1
y=0 H ′

D[x][y].

whereX and Y denote the height and width of the
multi-display in number of pixels.

We have designed a fast and efficient dynamic program-
ming method that solves this optimization in linear time
with respect to the number of pixels in the display i.e.
O(XY ). The time taken to compute this solution on Intel
Pentium III 2.4GHz processor for displays with9 million
pixels is less than one second. Figure 6 shows the result of
applying the smoothing with different values ofλ onHD of
a four projector display. Note that the special case ofλ = 0
corresponds to brightness uniformity. The pseudocode for
the algorithm is as follows.

Algorithm Smooth-Brightness(λ, HD)
Input: Smoothing parameterλ

Maximum Brightness Response of the DisplayHD

Output: Smooth Maximum Brightness Response of the DisplayH ′
D

∀(x, y), H ′
D(x, y)← HD(x, y)

for x = 0 to X − 1
for y = 0 to Y − 1

H ′
D(x, y)← min(H ′

D(x, y), (1 +
√

2λ)H ′
D(x− 1, y − 1),

(1 + λ)H ′
D(x− 1, y), (1 + λ)H ′

D(x, y − 1));
for x = X − 1 down to 0

for y = 0 to Y − 1

H ′
D(x, y)← min(H ′

D(x, y), (1 +
√

2λ)H ′
D(x + 1, y − 1),

(1 + λ)H ′
D(x + 1, y), (1 + λ)H ′

D(x, y − 1));
for x = 0 to X − 1

for y = Y − 1 down to 0

H ′
D(x, y)← min(H ′

D(x, y), (1 +
√

2λ)H ′
D(x− 1, y + 1),

(1 + λ)H ′
D(x− 1, y), (1 + λ)H ′

D(x, y + 1));
for x = X − 1 down to 0

for y = Y − 1 to 0

H ′
D(x, y)← min(H ′

D(x, y), (1 +
√

2λ)H ′
D(x + 1, y + 1),

(1 + λ)H ′
D(x + 1, y), (1 + λ)H ′

D(x, y + 1));

SinceLD is a couple of magnitudes smaller thanHD,
applying a similar optimization toLD is an overkill. So, we
generateL′D as done in [18], given by Equation 9.

The solution to the above optimization problem smooths
HD andLD and hence the brightness responseBD across
the display. The general idea that smoothing the brightness
response would achieve the perception of uniformity has
been used effectively in the image processing domain in the
past [9, 14]. However, note that the brightness correction
for multi-displays cannot be achieved just by smoothing.
For example, a popular gradient or curvature based linear
smoothing filter will smooth the hills and fill the valleys.
However, our constraints are such that while the hills can
be smoothed, the valleys cannot be filled since the response
thus achieved will be beyond the display capability of the
projectors. Hence, the desired smoothing for this particular
application was formalized as an optimization problem.
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Figure 6:This figure shows the modification ofHD for different values ofλ in a 2 × 2 array of four projectors. From left: The original
HD, the modifiedH ′

D for λ = 0.0025, for λ = 0.00125 andλ = 0. λ = 0 is the special case of brightness uniformity (Section 3.1.1).

3.1.3 Achieving the Correction

In the preceding sections we described the process of modi-
fying HD andgi to achieve a seamless display. However, in
practice, the projector hardware does not provide us with
controls to modify these parameters precisely enough to
achieve the effect. So, to achieve the correction we modify
the input image to the projector. Similar approaches have
been adopted in [20, 18], but in this paper we derive this
formally from Equation 8.

Figure 7:Left: A(x, y), the alpha map for a5×3 array of fifteen
projectors. Right: The alpha map for a single projector cut out
from theA(x, y) of the display.

The actual response of the display at pixel(x, y) for in-
puti is given by Equation 8 and the desired response that we
would like to achieve using the modified parametersG, H ′

D
andL′D is given by Equation 10. To achieve this desired
response, we modify the inputi to i′ such that the actual re-
sponse for inputi′ results in the desired response for input
i, i.e.

G(i′).(HD(x, y)− LD(x, y)) + LD(x, y) (11)

= G(i).(H ′
D(x, y)− L′

D(x, y)) + L′
D(x, y) (12)

From this we find that,

i′ = G−1 (G(i).A(x, y) + O(x, y)) (13)

where

A(x, y) =
H ′

D(x, y)− L′
D(x, y)

HD(x, y)− LD(x, y)
; O(x, y) =

L′
D(x, y)− LD(x, y)

HD(x, y)− LD(x, y)
(14)

are called thealphaandoffsetmap for thedisplay. The al-
pha map represents the per pixel attenuation needed achieve
the effect of brightness smoothing and the offset map rep-
resents the per pixel offset needed to make the black offset
uniform at every pixel. The alpha and offset map for each
projector is generated by cutting off the appropriate region
from the respective maps for the display using the geometric
calibration information (Figure 7).

In [20, 18], a linear function that does not approximate
the response of the eye appropriately was chosen as the uni-
form gamma function,G. This led to washed out images.
We useG(i) = i2 to approximate the logarithmic response
of the human eye to varying brightness. Also, note thatG−1

varies from projector to projector and is given byg−1, i.e.
the inverse of the gamma function of each projector. To
measureg for each projector we use the method proposed
in [22]. g−1 is then generated fromg and represented by a
look-up-table.

Thus, the final correction is achieved by applying the fol-
lowing three steps to the input image ofeach projector.
1. Multiply the image by itself to apply the uniform gamma
function.
2.Multiply the resulting image by the projector alpha map
and add the projector offset map.
3.Apply a inverse of the gamma function to the resultant
image via a look up table.
All the above steps are applied in real-time using thepixel
shadersof commodity graphics hardware. The scene is first
rendered to texture and then the corrections are applied.
Multi-texturing is used for applying the uniform gamma
function and the alpha and offset maps. Choosing the uni-
form gamma function to bei2, as opposed toi1.8 or i2.2 (as
used in Macintosh or Windows) helps us to implement this
step in the pixel shader using multi-texturing as a multipli-
cation of the image by itself. The inverse gamma function
is applied using dependent 2D texture look-ups. This is fol-
lowed by an image warp to correct the geometric misalign-
ments using [10].

3.2 Color Multi-Display

The obvious way to extend this method to color is to apply
the same method to the three channels independently, i.e.
use the brightness smoothing method to smooth theHD for
each channel. However, the concern is to maintain a spa-
tially uniform white balance across the display thus avoid-
ing introduction of color blotches.

The white balance at any pixel(x, y) of the display de-
pends on the proportion of theHD from each channel with
respect to the other two. In fact, it can be shown that if
the shape ofHD remains the same across different chan-
nels, it assures that the proportions of red, green and blue at
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(a) (b) (c)
Figure 8:Digital photographs of a four projector tiled display (1.5′ × 2.5′ in size) before any correction (a), after applying brightness
smoothing independently to the three color channel that does not assure spatial constancy in white balance leading to color blotches (b),
after applying the brightness smoothing to the green channel and duplicating the alpha map of the green channel for the red and blue
channel that removes the color blotches (c). Note that the blotches remaining in (c) is also present in (a) before correction and are due to
spatial variation in chrominance and hence cannot be fixed by the brightness modification alone. (Please see in color)

Figure 9:Left: Color blotches on a single projector. Right: Cor-
responding percentage deviation in the shape of theĤg and Ĥb

(the maximum deviation is20% and the visible color blotches cor-
responded with the regions of large deviation).

every pixel is identical and hence white balance is uniform
across the display. LetH l

D denote theHD for channell,
l ∈ {r, g, b}. The shape ofH l

D, denoted byĤ l
D, is given by

normalizing it, i.e.,

Hl
D(x, y) = lmax.Ĥl

D(x, y) (15)

wherelmax = max∀(x,y) H l
D. Now, if Ĥ l

D is identical for
all l, the proportion of contribution from channell at pixel
(x, y), Pl(x, y), is given by

Pl(x, y) =
Hl

D(x, y)∑
l∈{r,g,b} Hl

D(x, y)
=

lmax∑
l∈{r,g,b} lmax

, (16)

and is independent of(x, y), i.e. white balance is spatially
uniform.

This can be verified empirically for single projectors
which often show color blotches. Though some of these
blotches correspond to spatial variation in chrominance
properties, some are also caused by the difference in the
shape ofĤ l across different channels. Using Equation 15,
we reconstructed̂H l, l ∈ {r, g, b} for stand-alone projec-
tors and found that many of the color blotches occur in the
spatial region where thêH l across different channels devi-
ate from each other (Figure 9).

Also, studying the similarity ofĤ l
D across different

channels in multi-projector displays empirically, we found

the maximum deviation to be less than20%, resulting in
color blotches. Applying the method described in Section
3.1 independently to each channel does not assure identical
shape ofH ′

D across different channels, and hence can in-
troduce additional color blotches. To avoid this, we apply
the smoothing to thêH l

D of any one channel and then use
the alpha map generated from this channel across all chan-
nels. Thus, the alpha map generated for each channel of our
correction is identical. Note that this assures that even if
Ĥ l

D is not identical across different channels before bright-
ness smoothing, their shapes are similar after the correction
is applied and hence a spatially constant white balance is
achieved (Figure 8). However, this only corrects the color
blotches due to variation in̂H l and cannot fix the ones due
to spatial variation in chrominance.

Apply Uniform
Gamma Function

Apply Alpha and 
Offset Map

Uncorrected Image

ONLINE PER PROJECTOR CORRECTION

Apply Projector Inverse
Gamma Function

Corrected Image

Figure 10:Per Projector Correction

Since LD and L′D are independent of the number of
channels, the offset map of the display generated in case
of color displays is same as the gray display. To distribute
this map to the three channels while correction, the offset
map is divided by3. The final real-time online correction
is illustrated in Figure 10 and details of the implementation
are available at [1].

3.2.1 Results

We demonstrated our method successfully on three differ-
ent display systems, made of2 × 2 array of four projectors
(1.5′×2.5′), 2×3 array of six projectors (3′×4′) and3×5
array of fifteen projectors (8′ × 10′) (Figure 12 and 13).

Since our method assumes view-independent or Lamber-
tian screens, our correction is accurate from the position of
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Figure 11: A non-Lambertian display made of3 × 5 array of
fifteen projectors viewed from a view direction that makes an angle
of less than20 degrees with the screen.

the camera used for capturingHD andLD. However, in
practice our result looks seamless for a wide range of view-
ing angles and distances from the display. For our jenmar
screen with gain of approximately2.0, we see no artifacts
if the view direction makes an angle of about20 − 90 de-
grees with the plane of the screen. For less than20 degrees,
the boundaries of the projectors are visible, but as smooth
edges, to some extent like the result of an edge-blending
method (Figure 11).

We derive the contrast parameter,λ, as follows. Letd
be the perpendicular distance of the user (camera) from the
display,r be the resolution of the display in pixels per unit
distance andτ be the brightness threshold that humans can
tolerate per degree of visual angle. From CSF,τ is 1% at
the frequency of peak sensitivity,5 cycles/degree. The num-
ber of display pixels subtended per cycle of the grating at
this sensitivity is given by dπr

180×5 . A brightness variation
of τ within these pixels will go undetected by humans and
hence,λ = 900τ

dπr . For our fifteen projector display with
r = 30, d = 6 andτ = 0.01, we get aλ of 0.00125. Note
that as the user moves farther away from the displayλ goes
up, i.e. the surface needs to be smoother and hence will
have lower contrast. This explains the variations which are
not perceptible on a large display being perceptible in some
of our results in Figure 12, and 13. The results in the paper
being highly scaled down images of the display, simulate a
situation whered = ∞ and henceλ = ∞ is required to
make these variations imperceptible in paper.

4 Conclusion

In conclusion, we have presented a method that uses human
contrast sensitivity function to achieve brightness seamless-
ness in multi-displays. In a periodic calibration phase, a dig-
ital camera is used to capture the brightness response of the
display which is modified optimally to maximize the dis-
play contrast while minimizing noticeable brightness varia-
tions. An alpha and offset map for each projector generated
from this modified response is then used to change the in-
put images in real-time on commodity graphics hardware
to correct for the brightness variation. The result is a high-
contrast seamless multi-display. This efficient and scalable

Figure 12:Digital photographs of displays made of2× 2 of four
(top) and2× 3 array of six (bottom) projectors of size1.5′ × 2.5′

and 3′ × 4′ respectively. Left: Before correction. Right: After
brightness smoothing. Note that we are able to achieve seamless-
ness even for flat colors, the most critical test for our algorithm.

method has been demonstrated in many multi-displays of
different size and resolution.

However, we believe that our work is just the first step
towards solving the more general problem of color seam-
lessness in multi-projector displays. We do the best that
is possible while considering only brightness assuming that
all projectors have identical red, green and blue chromatic-
ity (which is not true in practice). However, we can en-
vision devising a 5D optimization method that considers
the gamut of each projector while smoothing the 5Dcolor
response (one parameter for brightness, two parameters
for chrominance and two parameters for spatial coordi-
nates). Finally, to enable different defense applications,
self-calibrating systems that can correct themselves in real-
time from arbitrary images projected on the display needs
to be devised.
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