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1 Introduction

Sudoku, in Japanese, means Number place, and it is one of the most popular number games since 2005. To solve Sudoku, one needs to use a logic-based combination and trial and error.

As is shown in Figure 1, a Sudoku board contains 81 squares, and some of the squares are initially filled with digits from 1 to 9. Given this partially filled $9 \times 9$ board, one needs to fill all empty grids. The rules is that no digit appears twice in any row, column, or $3 \times 3$ box. The result of this Sudoku is shown in Figure 2.

The basic idea to solve the Sudoku is using the depth-first search (DFS) with backtracking. Although Sudoku is a completed game and it is just involved 81 squares, there are $6,670,903,752,021,072,936,960$ valid Sudoku grids. Hence, for some difficult Sudoku problem, it is too slow to use the basic DFS algorithm. In this report, two algorithms are mainly discussed to solve the Sudoku problem: one is DFS with the optimization, such as constraint propagation and heuristics, the other is dancing links algorithm. In next section, these methods will be introduced in detail. The implementation and results will be discussed in the last section.
2 Method

2.1 Constraint satisfaction problem (CSP)

A Sudoku puzzle could be considered as a CSP with 81 variables and one square is one variable. Obviously, the domains of variables are the digits from 1 to 9. As is shown in Figure 3, the names of 81 variables could be \(A_1\) through \(A_9\) for the top row (left to right), down to \(I_1\) through \(I_9\) for the bottom row. A row, column, or box is called a unit. What’s more, there are 27 different constraints: 9 for row, 9 for column and 9 for \(3 \times 3\) box:
2.2 Backtracking

As mentioned above, the direct method to solve the Sudoku problem is backtracking search which is a kind of DFS: one picks the first empty square and assign one and then check whether there is any conflict. If there is not, do the same procedure for the second empty square. If there is conflict, then assign two to the first square. So the basic idea of backtracking is that if
there is no conflict, then choose the next variable and assign a value for it. If there is no possible value for the square, then return to previous square and re-assign another value. It is known that backtracking search is a complete algorithm and it is guaranteed to find a solution if there exist a solution, since, every possible states are taken into consideration during backtracking search. For Sudoku, there are roughly $9^{81-n}$ states to be search ($n$ is the filled squares in the given board) and we could reduced the number of the states to be searched by some strategy. Constraint propagation, minimum-remaining-value and least-constraining-value heuristic are adopted in our project.

2.2.1 Constraint propagation

Constraint propagation is a specific type of inference of CSP: we use the constraint to decrease the number of legal values for a variable, which in turn could reduce the legal values for another variable, and so on. In the project, two kinds of constraint propagation are implemented. First, if the square $M$ has only one value, then remove this value from the domain of other 20 squares in the same row, column and $3 \times 3$ box with $M$. Second, if a unit (one row, column or $3 \times 3$ box) has only one place for the value, then put the value in that place. Taken the second row as an example: in the second row, $B_1$ already is filled with 2, and we know that from $B_3$ to $B_9$, there is no 3 in their domain. Hence, $B_2$ should be filled with 3.

2.2.2 Minimum-remaining-value (MRV) heuristic

In order to determine the order of the variable to be assigned, minimum-remaining-value heuristic is adopted. It means that we choose the most constrained variable, i.e, choose the variable with the fewest legal values. The MRV heuristic usually performs better than a random or static ordering, sometimes by a factor of 1,000 or more, although the results vary widely depending on the problem. (RV page 216).

2.2.3 Least-constraining-value heuristic

After determining the variable $M$ which is the variable to be taken into consideration, which values should be chosen from the domain of $M$? Here, another heuristic-least-constraining-value (LCV) is used to assign value for a variable. Specifically, we choose the value that rules out the fewest values
in the remaining variables, that is to say, leave more space for the rest variables. In general, the heuristic is trying to leave the maximum flexibility for subsequent variable assignments.

2.3 Algorithm X with Dance-Link (DLX)

Dancing Links is an algorithm by Knuth to solve Exact Cover Problems (also called Algorithm X). Algorithm X is a recursive, nondeterministic, depth-first, backtracking algorithm that finds all solutions to the exact cover problem. An exact cover problem, for our purposes, is as follows: given a matrix of ones and zeros, select a subset \( S \) of the rows so that each column has exactly one 1 when looking at just the rows \( S \).

What’s important for us, is that a Sudoku puzzle can be trivially represented as an Exact Cover Problem. Not only that, but many other problems, when suitably expressed as an exact cover problem (for example N-queens), can also be solved using Algorithm X. We just need to write Algorithm X once, and then for any problem in which we are interested in and which can be formulate as an exact cover problem, we just need to implement the translation.

To create the sparse matrix of Sudoku needed to convert the problem into an Exact Cover Problem, we need to recognize what the rows and columns represent. The columns represent the constraints of the puzzle. In Sudoku, we have:

1. A position constraint: Only 1 number can occupy a cell
2. A row constraint: Only 1 instance of a number can be in the row
3. A column constraint: Only 1 instance of a number can be in a column
4. A region constraint: Only 1 instance of a number can be in a region

Each number comes with its own set of constraints. Therefore there are \( 4 \times \text{SIZE}^2 \) columns., where SIZE is the number of candidates/rows/cols there are in the Sudoku Puzzle. In a \( 9 \times 9 \), this would be 324 columns.

The rows represent every single possible position for every number. Therefore, there are \( \text{SIZE}^3 \) rows. In a \( 9 \times 9 \), this would be 729 rows. Each row would represent only one candidate position. Therefore, only 9 1s will be in the row, representing the constraints of that position. See Figure 4.
Given initial positions in the matrix, those rows will be included in the answer and covered. Then the Search algorithm will produce the solutions to the puzzle.

3 Results and Conclusion

For now, we have two methods to solve Sudoku problem, CSP with heuristic and DLX. In this section, we are comparing our methods with Naïve method in Ubuntu 14.04 with Intel Quad Core Q9400 (2.66GHz) and 8G memory. In Figure 5, we tested more than 300 cases with various inputs in different difficulty levels. From left to right, the difficulty level of Sudoku game increased. Problem No.1-100 are super easy; problem No.101-200 are at decent level; and problem No.201-300 are nightmares for human.

Because it needs time to build Dancing Links data structures, using DLX to find a solution is a little slower than the others. But as the perceived difficulty-level increased, the DLX solver performed much better. Solving a board takes on average below a millisecond with DLX. As a rough estimate, DLX is around 10 to 100 times faster (including the time to perform the translation and set-up of Dancing Links data structures).
3.1 Benchmark

For each difficulty setting (easy, medium, hard, evil), 8 boards were offered by Professor and then used for benchmarking. Table 1 below shows results (in milliseconds).

<table>
<thead>
<tr>
<th></th>
<th>Easy</th>
<th>Medium</th>
<th>Hard</th>
<th>Evil</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>0.335</td>
<td>2.020</td>
<td>0.835</td>
<td>9.788</td>
</tr>
<tr>
<td>#2</td>
<td></td>
<td></td>
<td></td>
<td>77.694</td>
</tr>
<tr>
<td>#3</td>
<td></td>
<td></td>
<td></td>
<td>1.423</td>
</tr>
<tr>
<td>#4</td>
<td>0.157</td>
<td>0.319</td>
<td>0.167</td>
<td>1.266</td>
</tr>
<tr>
<td>#5</td>
<td></td>
<td></td>
<td></td>
<td>0.207</td>
</tr>
<tr>
<td>#6</td>
<td></td>
<td></td>
<td></td>
<td>0.208</td>
</tr>
<tr>
<td>#7</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>#8</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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