1. Two sample tests and outliers

(a) There are two two-sample t-tests that we have learned. The first uses a pooled s.d. and the second uses separate s.d. (and the Satterthwaite approximation). The question asks for an “appropriate test”. In this case the sample variances are quite different which suggests that we use the separate variance or unpooled test. The unpooled test statistic is \( t = \frac{28.53 - 18.80}{\sqrt{\frac{2.05^2}{10} + \frac{7.12^2}{10}}} = 3.97 \). The estimated d.f. is 12.2 and the resulting P-value is .0018 (two-sided) which provide strong evidence that trauma patients expend more energy. Please remember to specify whether the p-value you report is for a one-sided or two-sided alternative. Just for your information …. the pooled test statistic is \( t = \frac{28.53 - 18.80}{5.48} = 3.97 \) (remember the test statistics are the same if the two groups have the same sample size) where 5.48 is the pooled standard deviation. When compared to the t-distribution with 18 degrees of freedom this yields \( P = .0009 \) (two-sided). The pooled analysis is overly optimistic in its conclusions that there is a significant difference (but not by much).

(b) We can use the Wilcoxon rank sum test by ordering all the observations and recording the ranks of the non-trauma sample as 1,2,3,4,5,6,8.5,10,11,12. Note there is a tie for 8th and 9th so both observations get rank 8.5. The sum of the ranks is 62.5 which should be compared (assuming large enough samples) to \( N(105, 13.2^2) \) reference distribution. This yields two-sided \( P = .0013 \) which is similar to the results above in suggesting significantly more metabolic expenditures for the trauma patients.

(c) You were only required to note that the t-test statistic is more sensitive to outliers than the rank test. What happens to the t statistic depends on the specifics of the case since both the mean and s.d. are effected. For your information the results change as follows in this example: the mean of the non-trauma group is now 39.59, the t-statistic (for both pooled and unpooled) is now -0.52 which suggests a non-significant difference in the opposite direction than before, and the Wilcoxon statistic is 70.5 which still indicates significantly less metabolism in the non-trauma group.

2. SAS: two sample methods

(a) It seems reasonable to assume that results for different hospitals are independent (both within and between groups). Examining either PROC UNIVARIATE output, a scatterplot of INF vs M, or the standard deviations reported in PROC TTEST (that’s what I did) suggests that the two groups have different sample s.d.’s (1.11 for medical schools and 1.34 for non-medical schools) but these are not very different. By my rule of thumb the assumption of constant variance in the populations seems OK. The normal probability plots (separate by group; see program for how to do this) suggest normality is quite reasonable. Thus the assumptions seem fine.

(b) The pooled t-test result reported by SAS gives \( t = 2.52 \) on 111 d.f. for two-sided p-value of .013. It appears the mean infection rate is significantly higher in hospitals with a medical school than in hospitals without one.

(c) The estimate for the difference in mean infection rates is 0.87 and PROC TTEST gives a 95% confidence interval for the difference in mean infection rates as (.19, 1.55).

(d) I proposed this transformation without having first checked to see whether it works. In fact it seems to make things worse. The variances are more uneven and the infection rates are less normal (especially in the non-medical school group). Oops! For the record the t-test results are similar.

(e) This is an observational study. We did not assign medical schools at random to hospitals. This is important because hospitals with medical schools may differ in many ways from those without (e.g., medical schools may be more likely in urban areas, bigger hospitals, etc.). The possibility of such confounding variables means that we can’t assume our “significant” difference means that medical school hospitals are less safe.

(f) I will periodically ask you to write paragraph summaries of your data analyses. My solutions will give you some idea of what I’m looking for. It is important to connect with the real problem being analyzed. Here is one possibility: A comparison of hospital-acquired infection rates between hospitals with a medical school and those without suggests that hospitals with a medical school have higher infection rates. The mean infection rate in medical school hospitals is 5.09 infections per 100 patients compared to a mean infection rate of 4.22 infections per 100 patients in non-medical school hospitals. The difference of 0.87 infections per 100 patients is statistically significant \( (p = .013) \) and a 95% confidence interval for the population difference in means is \((0.19, 1.55)\). One limitation is that this is an observational study which means that the increased rate of hospital-acquired infections in medical school hospitals may be due to causes other than the presence of a medical school.

Sample program: Note the program below creates all the output that you need for this question. In practice you probably wouldn’t do this all at once; rather you might begin with the untransformed data and answer (a)-(c) and then modify the program to do (d).
5. Paired t-procedure

(a) The paired design was a good idea because using each pilot as his/her own control reduces variability and allows for more precise estimation of the effect of alcohol. Many people mentioned that pairing eliminates possible confounders. This is true but it is not the primary motivation for pairing. Remember that an analysis with two independent samples of pilots randomized to the two conditions would also eliminate confounding but would lead to less precise comparisons.

(b) Using the paired analysis we find the 95% CI for the difference in means is $195.6 \pm t_{0.025, 29} \times 2.306 = 195.6 \pm 2.262 \times 2.306 = (30.7, 360.5)$. Alcohol reduces performance by 30-360 seconds on average. We are confident that alcohol reduces performance because 0 is not in the confidence interval. Recall that this means a two-sided p-value would be less than 0.05.
(c) The most direct evidence that pairing worked is obtained by comparing the standard error for the difference in means under the paired analysis \((230/\sqrt{10} = 72.89)\) and under an independent samples analysis (assuming the given standard deviations this would be \(\sqrt{238.8^2/10 + 210.9^2/10} = 100.75\)). Thus pairing leads to a more precise inference. You can also compute the correlation of the two columns (no alcohol and alcohol) as .48 which is reasonably high and thus justifies the pairing. Note that you can also infer the correlation by setting the variance of the difference \((230.5^2)\) equal to the formula for the variance of the difference \((238.8^2 + 210.9^2 - 2(238.8)(210.9)\rho)\) and solving for \(\rho = .48\).

(d) Everyone gave the correct definition of type I error and type II error. Almost everyone realized that a type I error (rejecting \(H_0\) and banning alcohol use when it’s probably OK) is not a big deal in this case while a type II error (accepting \(H_0\) and allowing alcohol use when it’s harmful) is a big deal. Very few people however went the next step and argued that we should therefore use a BIGGER cutoff in this case say .10 or .15. This will make it easier to reject \(H_0\) which means more type I errors but it will also make it easier to reject when \(H_a\) is true which means fewer type II errors. Here’s a case where a p-value of .09 or even .12 might be enough to want to reject \(H_0\)!!