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Related Work
● Several topic based Pub/Sub systems have been designed in literature 

and industry
● Topic based systems ex. Scribe[2], TIBCO Rendezvous[3], SpiderCast[1], 

PADRES[4]

● Content based systems ex. Gryphon[5], Meghdoot[6]

● Focus is on developing smarter ways to route messages and maintain 
subscriptions

● Routing types explored so far: Tree based, distributed hash tables, 
probability based etc

● Most of them exploit what the underlying network offers: network 
overlay[SCRIBE], network level multicast[Gryphon], Peer2Peer infrastructure
[Meghdoot]



Motivation and Goals
● Not enough research focused on innovative architectures to provide 

features that extend beyond simple pub/sub.
● With big data and better mining techniques, there is scope for a system 

which is able to enrich traditional publish messages with relevant 
information.

● Our goal is to develop a platform which is flexible enough to allow such 
an architecture, but also leverages the usual advantages of distributed 
systems such as scalability and fault tolerance.

● Once such an architecture is created, several applications or systems can 
be created that are able to leverage these capabilities.
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An application - Disaster Management

Screencast Video Link
https://drive.google.com/file/d/0B7ycUNo8ea1HYmNmRFFuM2VKcEk/view 

https://drive.google.com/file/d/0B7ycUNo8ea1HYmNmRFFuM2VKcEk/view
https://drive.google.com/file/d/0B7ycUNo8ea1HYmNmRFFuM2VKcEk/view


Future Work
Leverage existing research on creating more efficient broker overlays.

Use smarter algorithms to dynamically enrich messages with the most 
relevant information.

Create the broker network and database nodes with geographical 
considerations, and place a load balancer that assigns clients to the nearest 
broker.
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