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1 Introduction

Each year, a large number of elder people in the US are injured — some critically or even fatally — by
a fall. A study revealed that people who are over 65 years old and up, one out of five falls can cause
a severe injury such as broken bones or head injuries. Therefore, we can agree that falls are a pressing
matter for older people, and the earlier the emergency help comes for aid, the better. The growth of smart
home technology has opened up a lot of options to automate uncomplicated tasks like switching on the
lights and turning up the heat, however its potential for healthcare applications has largely remained
untapped. It is claimed that around 18.7 million homes in the US have a smart speaker which opens up a
lot of opportunities to tap the healthcare potential in a smart home. The problem we plan to address is the
detection of emergency situations such as a fall in a household using the microphones in a smart home
device with various sensors. Once an emergency situation occurs, i.e., it detects a person screaming and
asking for help, it informs their emergency contacts and also calls the emergency services.
SCALE [4] is an event-driven middleware platform where devices upload sensed events to a cloud
data exchange and the analytics service retrieves these events, scan for possible emergencies and send
residents alerts to confirm or reject the emergency.
We built a tool that constantly records audio using the mic on the Raspberry Pi and when it detects a
shout or a loud noise, it starts recording. This recorded audio is sent to a trained machine learning model
which detects if it is a human scream or not. If the model identifies that as a human scream, it captures
an image through a camera connected to the Raspberry Pi. This is primarily done to minimize the false
positives. This image is published to SCALE to confirm or reject the emergency and also for informing
the emergency services. We have used an event based escalation approach to make sure that the privacy
of users is not encroached upon. An interesting future direction that can be explored will be to have a
variety of sensors to confirm about emergency situations. Also, we can have a more complex machine
learning model which identifies stress keywords like ’help’, ’ouch’ and others.
The rest of the report is organized as follows: section 2 gives an overview of the related works, section
3 describes the architecture of the tool we developed, section 4 comprehensively describes our project
setup, section 5 states the results of the developed tool. Finally, in section 6, we discuss how we can
extend our work.

2 Related Works

This section reviews various literary works that have made commendable contribution in this area. We
have taken inspiration from these works for building our tool.
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2.1 Using smartphone for ADL classification

Activities of daily living (ADLs) are routine activities that can be finished by a person without any
outside help. ADLs are categorized into six groups, eating, bathing, dressing, toileting, walking, and
continence. Health status and long-term care need of a person is evaluated through the degree to which
a person can persistently perform ADLs.

User’s daily living activities can be detected using multiple sensors installed in many places in a
smart home, including the user’s body. In this paper, Feng, K. Chang, and Chang [5] approach data
collection and classification of activities through a smartphone alone. Using a smartphone reduces the
energy consumption and setup cost of a smart home. Combination of sound, orientation and Wi-Fi sig-
nals data is analyzed to identify ADLs (activities of daily living).

This paper uses GPS, Wi-Fi-based Received Signal Strength Indicator (RSSI) information, and com-
bined strength characteristics of Wi-Fi access points (APs) for precise localization. Location is derived
from where the audio events take place. The existing Wi-Fi infrastructure installed in the homes is used,
and RSSI data is collected through the smartphone. For this project, only the potential area or room
was identified, rather than the exact precise location to reduce the calculation overhead. Support vector
machine is used as a classifier for completing localization prediction.

To detect the orientation, the rotation matrix in the Android system is used. It computes rotation
around x, y, and z axes. It transforms from the previous matrix to the current matrix. getRotationMa-
trix() method is used to compute the inclination matrix and the rotation matrix transforming from the
device coordinate system to the world’s coordinate system.

Timbre is the primary perceptual attribute connected with pitch, loudness, intensity, and duration of
sound. Different sounds can be classified by analyzing timbres. Location and orientation information
is used to conclude user’s activity. Smartphone records the audio files in device storage. Fast Fourier
transform is applied to each audio file to get fingerprints, which is used to classify audio to each category
of activity.

This ADL recognition system was tested in four apartment setups. The three sources, Wi-Fi finger-
printing, orientation detection and sound classification system assist in deciding activity results. The
results from the experimental setup provided satisfactory results in the average recognition rate of ADL.

In the paper by Feng, K. Chang, and Ming [6], they present a similar ADL recognition system that
is affordable and is a single point smartphone-based mobile application. This paper involves almost the
same authors as in the previous paper. This paper focuses on the business side of the same concept of
recording ADLs using a smartphone. The system involves a front-end Recorder App that records activ-
ities and a cloud backend that does data fusion and recognition analyses.

This system collects additional information from sensors providing behavioral as well as environ-
mental context. These include embedded sensors, microphone, Wi-Fi scan module, orientation of de-
vice, light proximity, step detector, accelerometer, gyroscope, magnetometer, and timestamp. There is
a negligient gap between sensors and user which improves the quality of data collected. This data is
preprocessed, analyzed, and goes through a fusion process at the backend of the ADL system.

A few research questions persist regarding the accuracy of the ADL details of the user. These in-
clude GPS turn off, a user moving only indoors, no walking movement but arm or body posture changes,
small actions like typing on a keyboard or turning on microwave, can these kinds of motion be detected
and analyzed. All these details are essential to obtain accurate ADL details.
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Location and movement problems are solved using robust positioning characteristics, GPS, local-
ization classifier aided Wi-Fi fingerprinting technology and light-based indoor positioning algorithm for
precision from room-level down to furniture-level. Data fusion operation is performed on the backend to
ascertain users’ movement activities, including running, walking, standing, sitting, lying, taking an ele-
vator, etc. Small actions are recognized using acoustic feature extraction and classification into different
categories from environmental sound recognition method integrated in the backend. Sound is recorded
in the app as audio files and sent to the server. There are other highly accurate ADL indentification algo-
rithms implemented to detect audible events, actions like cutting vegetables, and environmental sounds.
Details of the different algorithms have not been discussed in the paper.

The ADL recognition system was also tested in four apartment setups. The accuracy was higher
since it involved more data from additional sensors used in the system.

2.2 Making ADL detection system energy efficient

In the paper by Alhassoun, Uddin and Venkatasubramanian [3], a perpetual heterogeneous IoT system,
SAFER is presented. It is deployed in homes to recognize critical events that require urgent action and
response. To make the system energy efficient, battery-operated and wall-powered IoT devices are used.
A semantic approach is followed that extract ADLs from device data for energy-optimized sensor acti-
vation.

Different IoT devices including wearables, ambient, and vision, have different capabilities of power,
connection, reliability, and accuracy. There is a need to minimize the energy consumption of the bat-
tery and wall-powered devices for long term operations and also maintaining accuracy. SAFER is a
three-phase system framework. In the learning phase, the deployment setting is captured which includes
monitoring and instrumentation of floor space segmentation, IoT device profiles, and status and config-
urations of devices. In the activity recognition phase, knowledge from the learning phase is utilized to
recognize activities whenever new occupancy sensor events are recorded. In the configuration phase, de-
pending on the current activity location and type, the status of the IoT devices is adjusted at runtime. A
dynamic configuration algorithm executes on the local controller to compute and realize optimal energy
configurations of devices.

To regulate the energy efficiency of all the IoT devices in the network, different techniques are em-
ployed including priority algorithms based on location and power supply, and greedy algorithms based
on balanced remaining battery lifetime and cost function gradient. The SAFER system for elderly fall
detection includes a smart pressure pad, wearable sensor, mobile accelerometer sensor, and camera. The
interconnection of different sensors and networks was supported by Raspberry Pi B. It publishes the data
to SCALE [4] server using MQTT protocol.

Efficiency and accuracy of different sensors were measured, and it was recorded through experimen-
tal studies that the algorithm achieved success in energy consumption reduced to a great extent.

2.3 Audio-based emergency situation detection

Audio signals provide important pieces of evidence of the situation. Audio signal information comple-
ments the information from video signals. Elderly care, home care, and home security are essential.
Screaming is one of the events that is important in such environments for family members, caregivers,
and security guard.

In the paper by Huang et al. [10], an approach to scream detection is presented, using both analytic
and statistical features for the classification. Log energy is used to detect energy continuity of audio.
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This continuity represents screaming that usually lasts longer than many other sounds. High pitch de-
tection based on autocorrelation is used to extract the highest pitch of each frame.

Scream, a high-frequency sound, is usually presented as a sound segment with continuous and rel-
atively high energy. The pitch is often higher than normal speech. With these key features in scream
sound, autocorrelation technique is used to extract high pitch in a sound with high energy. Now after
detecting long segments of high energy and high pitch, to further improve the detection new features
need to be introduced. MFCC was used for speech recognition and comparing scream and non-scream
audio.

The analysis of the extracted features that characterize scream could be done in real time with a delay
of 40ms. In the training phase, scream and non-scream segments were labeled in a data set, and MFCC
features were extracted in these segments for SVM training. The results suggested that this scream de-
tection approach can work well if trained properly.

In the paper by Nguyen, Yun, and Choi [9], a perception sensor network (PSN) is presented for
detecting audio-based emergencies in room environments such as human scream, cry, and alarm. PSN
has multiple units consisting of a Kinect for capturing audio signals and a pan-tilt-zoom camera. Audio
signals obtained from Kinect are processed. Audio processing is done in two parts, sound source classi-
fication (SSC) and sound source localization (SSL). SSC identifies if the sound source is an emergency
or normal speech. SSL computes the location of the sound source. For instance, in the case of scream-
ing, SSL tries to identify source person from multiple people in the room. After the event is detected,
commands are sent to the robot for taking necessary action.

SSC module is also used to find what happened in the room using the audio signals. Matching pur-
suit algorithm is used to extract features from audio signals by decomposing signals into a set of atoms
called a book. The number of atoms is linked to the duration of the acoustic event. To maintain the
temporal and spectral information of atoms, the book is mapped into time-frequency histogram of fixed
size. Random forest classifier is used to classify the spectro-temporal features, which trains decision
tree classifiers on sub-samples of the dataset. For prediction, a simple vote is used for aggregation of the
predictions.

The system was tested on a scenario comprising of four people, and one person suddenly screams
for help. It was able to detect the screaming person correctly and send the robot to check the condition
of that person.

3 Architecture

The system has a perception sensor network which currently has one sensor unit consisting of a micro-
phone and a camera. This can be scaled up to have multiple sensor units as per requirements. Fig. 1
illustrates the general architecture of the hardware and software components of the system. The micro-
phone in a sensor unit sends audio data to the central processing unit which is a Raspberry Pi. If the
incoming audio crosses a configurable threshold value (set to 300dB currently), the audio is extracted as
a file and sent to the cloud for classification. The cloud is a remote server containing the pre-trained ML
model whose predict function is exposed as a web-service. This model classifies audio inputs into two
categories - Scream (Emergency) or Random by giving the percentage of similarity to the audio in the
training dataset. This percentage is sent back to the Pi and if it is greater than 50%, it triggers the video
camera of the sensor unit for further scrutiny of the event. This event-based escalation technique has
multiple advantages such as lesser energy consumption compared to a perpetual IOT system, decrease
in false positives and also minimal intrusion of privacy. In case the event is classified as an emergency
the activity result is passed on as a message to the MQTT component of the Safe Community Alerting
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Figure 1: Architecture of the distributed system

Network (SCALE). The sound source classification is explained in further detail in the following section.

4 Project Setup

4.1 Machine Learning model

To classify if the recorded audio is actually a human scream, there was a need of a trained model
which can differentiate between human scream and other noise. After doing a literature survey, it was
observed that Support Vector Machines(SVM), Random Forest and various configurations of Neural
Networks were used for the task at hand. Out of the available choice of algorithms, we began with
building a simple model using SVM with the non-linear kernel as it has proved to be successful in
two experiments discussed in two of the papers.[5][10]Further on, we implemented a 2D Convolutional
Neural Network(NN) in Python using the Keras library which proved to be successful. This neural
network is not too complex to make it scalable for the Raspberry Pi but scalable enough to give accurate
predictions. It uses exponential linear unit(ELU) as the activation function and also uses max pooling for
better training the model. The neural network took around 6 hours to train and the model was saved as a
h5py file. This saved model was deployed to make predictions about the recorded audios. Our approach
draws from experience by successful experiments in the paper by Huang et al [10] which show that the
training based method works well even when there is substantial background noise.
For training the model, we had various options for the datasets, the aptest and easier to train is the ”ESC-
50: Dataset for environmental sound classification”. The ESC-50 dataset is a labeled collection of 2000
environmental audio recordings suited for benchmarking methods of environmental sound classification.
It has 5-second-long recordings arranged into 5 major categories. The other most viable option is the
scream audio set provided by Google research. Any of the dataset we use for training the classifier,
preprocessing still needs to be done. One such observation after examining the data is that the human
scream sounds similar to crying and laughing because of various segments with amplified noise. Such
data may produce false negatives, and it is hence required to apply the proper preprocessing techniques
on the audio set. We ended up training our machine learning model using two datasets, namely, Google
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AudioSet[8] and Urban Sound Dataset [7]. The Google AudioSet provides the screaming noises for
training the machine learning model. The Urban Sound Dataset has various sounds classified as air
conditioner, car horn, children playing, dog bark, drilling, gun shot and others. These two datasets
formed the best combination for the binary classification task at hand and produced noteworthy results.

4.2 Raspberry Pi Setup

The Raspberry Pi we used for the experimentation has the following configuration: Quad Core 1.2GHz
Broadcom BCM 2837 64bit CPU with 1GB RAM. Even though this is limited in terms of computational
ability but we made sure, we were able to perform the requisite task using this. With the Raspberry Pi,
we also used a USB microphone and a camera attached to the Raspberry Pi. The microphone is in a
constantly listening state and it records the audio and sends it to the machine learning model only when
its strength crosses a certain threshold. When the machine learning model predicts the audio as a scream,
the camera starts and clicks a picture.

4.3 Sending data to SCALE

The image captured in the previous step along with the percentage of the audio being a scream is sent
to the SCALE dashboard. This can be seen in Figure 2 where the red event is ’audioemergency’ sent
through the Raspberry Pi. This is published using the MQTT protocol. When the message is received
by SCALE, the emergency services can be contacted. This is the last process in our escalation-based
system.

Figure 2: Message Received on the SCALE Dashboard
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5 Results and Evaluation

The machine learning model was evaluated on a test set and resulted in an accuracy of around 81%. This
is significant for a non-trivial problem like this. We felt this model is complex enough and the accuracy
achieved is good enough for the task at hand. A major roadblock which we tried handling throughout the
project is to handle if computation is feasible on the Raspberry Pi. We feel better results can be achieved
if higher computation ability is available. Also, libraries like TensorFlow Lite which are specifically
suited to light devices is also a good alternative. We also found a limitation with the SCALE platform,
that is, we cannot publish an image to SCALE if it is greater than 10 kilobytes. Lastly, as demonstrated
in the demo video, we are able to successfully fulfill the task and we would love to scale our system for
receiving data from multiple microphones and incorporate other different types of sensors as well.

6 Conclusion and Future Work

This project showcases the application of an ML model to detect emergency situations using audio and
publishing data to the SCALE platform which acts as a dashboard for keeping track of all such events.
Cameras which are connected to the central system will be triggered for image capturing to minimize
false positives generated by the scream detection algorithm. This sensor network can serve as a good
addition to the existing ecosystem of sensors present in SCALE which in turn can move one step closer
to a robust smart-home or smart-assisted living solution.
Future work for this project includes shifting to more edge computing and further away from cloud
computing. This involves the processing of audio signals on the raspberry pi itself to improve the
performance of the system. With the analytics performed on the data obtained, we will classify events
as emergencies and send residents alerts to confirm or reject the emergency. The current model which
employs a convoluted neural network to classify audio can be made more accurate by further training
with more data. The model can also be trained to identify stress keywords other than screaming. Link
to demo for the project [1] [2].
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