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Setting & Motivation

• Objective: Estimate α and minimize mean squared error 
(MSE)

• More expensive to collect
• Unbiased
• High variance (less sample 

size)



Structural Equation Model (SEM)
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Proposed Methods

True value



Matrix Weighted Linear Estimator

W is a weight matrix

Purely interventional

Practical 
estimators

Theoretically 
Optimal



Practical estimators

• The bias and variance of this estimate has been shown to vanish 
as m->infinity even with large amount of biased observational 
data. Its still biased for finite sample.

Asymptotically unbiased (infinite sample limit)



Minimize estimator variance

Has high variance



Lasso and Ridge estimates (minimizes variance)

Ridge regression to 
reduce variance

Lasso regression to 
reduce variance

Rosenman et al (2020) for comparison

Cross validation



Data Pooling (special case)

Undesirable Asymptotically biased.



Ridge Regression (Special case)



Experiment setup



Results

n=3m

• Data pooling works well for gamma =1
•        does not work well in small sample cases because of high variance



Conclusion

• A method to estimate treatment effects by utilizing both 
interventional and observational data.

• Minimize bias and variance
• Minimize MSE
• Future work

• Beyond Linear Regression
• Binary or categorical treatments
• Binary or categorical outcome
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