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Background

•Key assumption for building predictive models is relevant training 
data pulled from a distribution identical to its use case

•Real-world data contains biases that shift training data distribution 
shifts



Transportability

•  



Setting/Assumptions

•  



 



Transportability Approaches in PBT Setting

•  



Context Sensitivity

•  



Redundancy, Context Sensitivity, and 
Colliders
•  



“Good” vs. “Bad” Unobserved Factors

•  



 

•  



Proxy Bootstrapping

•  



Feature Engineering

•  



Causal Information Splitting

•  



Isolation Functions

•  



Procedure for Robust Model Building

•  



Experiments (Synthetic Data)

•  



Experiments (Census Data)

•Predict if income of a person exceeds 50k

•Models built on pre-pandemic data, evaluated on 2021 data during 
pandemic

•Model Inputs: 
• Commute time

• Received government assistance 

• Education level



Experiments (Census Data)

•Engineered features: does not use 
Commute or Medicaid Status directly
• Trains models to use features to predict 

education-level

•Compared to all features and just 
education (limited features)



Results

• Feature selection based on conditional independence tests

•Causal Information Splitting allows isolation of robust predictive 
power

•Engineered features increase robustness and can improve accuracy


