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Introduction
Motivation

There is great value in knowing how to quantify causal relationships between variables, this can be used for applications in

- epidemiology
- legal reasoning
- psychology
- natural sciences.
This paper tries to look at quantifying this through three statistics:

- Probability of necessity (PN): $X \rightarrow Y$
- Probability of sufficiency (PS): $X \leftarrow Y$
- Probability of necessity and sufficiency (PNS): $X \leftrightarrow Y$
Definitions
For simplicity, we will only work with binary random variables. We will denote the true value of $X$ as $x$ and the false value of $X$ as $x'$. For example, $Y_x$ is the variable $Y$ had $X$ been true, and $Y_{x'}$ is the variable $Y$ had $X$ been false.
**Definition**
For two directly observed variables $X(u)$ and $Y(u)$,

\[(X = x) \implies (Y_x = Y) \quad (1)\]

this essentially just means that, in a world where $X = x$, the $Y$ has to be the same variable as $Y_x$. 
The probability of necessity is the probability that \( y \) would not occur in the absence of \( x \), in the case where \( x \) and \( y \) did occur.

Definition

\[
PN \triangleq P(Y_{x'} = \text{false} | X = \text{true}, Y = \text{true}) \triangleq P(y_{x'} | x, y)
\]  

This is not identifiable in the general case.
Probability of Sufficiency

The probability of sufficiency is the probability the capacity of $x$ to produce $y$, in the case where both $x$ and $y$ are absent.

**Definition**

$$PS \triangleq P(Y_x = \text{true} | X = \text{false}, Y = \text{false}) \triangleq P(y_x | x', y')$$ (3)

This is also not identifiable in the general case.
As the "if and only if" of the relationship, this measures the world in which $y$ is true when $x$ is true, and $y$ is false when $x$ is false.

**Definition**

\[
PNS \triangleq P(Y_x = \text{true}, Y_{x'} = \text{false}) \triangleq P(y_x, y_{x'})
\]  
(4)

also not identifiable in the general case.
Identification of variables
Lemma
\[ PNS = P(x,y) \, PN + P(x', y') \, PS. \]

Proof.
Using the consistency conditions,
\[ x \implies (y_x = y), \quad x' \implies (y_{x'} = y), \]
we can write
\[
    P(y_x, y'_{x'}) = P((y_x \cap y'_{x'}) \cap (x \cup x')) = P(y'_{x'}, x, y) + P(y_x, x', y')
\]
\[
    P(y_x, y'_{x'}) = P(y'_{x'}|x, y)P(x, y) + P(y_x|x', y')P(x', y')
\]

\[\square\]
Lemma
Let $PN(x, y)$ stand for the probability that $x$ is a necessary cause of $y$ and $z = y \land q$ a consequence of $y$, potentially inhibited by $q'$. If $q \perp X, Y_x, Y_{x'}$, then

$$PN(x, z) \stackrel{\Delta}{=} P(z_{x'}'|x, z) = P(y_{x'}'|x, y) \stackrel{\Delta}{=} PN(x, y)$$
Proof

We have

\[
P(z_{x'} | x, z) = \frac{P(z_{x'}, x, z)}{P(x, z)} = \frac{P(z_{x'}, x, z | q) P(q) + P(z_{x'}, x, z | q') P(q')}{P(x, z, q) + P(x, z, q')}
\]

since \( z = y \land q : q \Rightarrow (z = y), q \Rightarrow (z_{x'} = y_{x'}'), \) and \( q' \Rightarrow z' \)

\[
P(z_{x'} | x, z) = \frac{P(y_{x'}, x, y | q) P(q) + 0}{P(x, y, q) + 0} = P(y_{x'} | x, y)
\]

\[\square\]
Lemma
Let $PS(x, y)$ stand for the probability that $x$ is a sufficient cause of $y$ and $z = y \lor r$ a consequence of $y$, potentially triggered by $r$. If $r \perp \perp X, Y, Y'$, then

$$PS(x, z) \triangleq P(z_x|x', z') = P(y_x|x', y') \triangleq PS(x, y)$$

Proof.
HOMEWORK (Hint: it’s analogous to the last proof)
Exogeneity
Definition of exogeneity

Definition
A variable $X$ is said to be exogenous to $Y$ in model $M$ iff

$$P(y_x, y_{x'} | x) = P(y_x, y_{x'}),$$

namely, the way $Y$ would potentially respond to conditions $x$ or $x'$ is independent of the actual value of $X$. 
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Consequences of exogeneity

Under condition of exogeneity, PNS is bounded as follows:

$$\max(0, P(y|x) + P(y'|x') - 1) \leq PNS \leq \min(P(y|x), P(y'|x'))$$

while PN and PS are related to PNS as following:

$$PN = \frac{PNS}{P(y|x)}$$

$$PS = \frac{PNS}{1 - P(y|x')}$$
Monotonicity
**Definition of monotonicity**

**Definition**
A variable $Y$ is said to be monotonic relative to variable $X$ in a causal model $M$ iff the junction $Y_x(u)$ is monotonic in $x$ for all $u$. Equivalently, $Y$ is monotonic relative to $X$ if

$$y_x' \land y_{x'} = false$$

This assumption is used a lot in fields like epidemiology, it is essentially equivalent to assuming that no individual can be helped by exposure to the risk factor.
Consequences of monotonicity and exogeneity

Under both these conditions, we have that

\[ PNS = P(y|x) - P(y|x'), \]

which is the risk difference often used in many fields. Additionally,

\[ PN = \frac{(P(y|x) - P(y|x'))}{P(y|x)} = 1 - \frac{P(y|x')}{P(y|x)}, \]

which is the excess risk ratio, and

\[ PS = \frac{(P(y|x) - P(y|x'))}{(1 - P(y|x'))}, \]

which is called the “relative difference”, and is interpreted as the susceptibility of a population to risk factor \( x \).
Non-exogenous monotonicity

We can still identify PN, PS and PNS with just monotonicity, namely

\[ P_{NS} = P(y_x, y'_x) = P(y_x) - P(y'_x) \]

\[ P_{N} = P(y'_x | x, y) = \frac{P(y) - P(y'_x)}{P(x, y)} \]

\[ P_{S} = P(y_x | x', y') = \frac{P(y_x) - P(y)}{P(x', y')} \]

we can then identify \( y_x \) if \( M \) is markovian, with the formula

\[ P(y_x) = \sum_{pa_X} P(y | pa_X, x) P(pa_X) \]
Conclusion
Using this framework, we were able to properly define statistics commonly used in fields like epidemiology,

- Risk difference
- Excess risk ratio
- Relative difference

this lets us think about what the general case is for these kinds of statistics, along with the assumptions made to get to them.