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ABSTRACT

Previously propose sensonetwork datadisseminatiorschemes
requireperiodiclow-rateflooding of datain orderto allow re-
covery from failure. We considerconstructingtwo kinds of
multipathsto enableenegy efficient recovery from failure of
the shortesipathbetweernsourceandsink. Disjoint multipath
hasbeenstudiedin theliterature. We propcsea novel braided
multipath scheme which resultsin several partially disjoint
multipathschemes We find that braidedmultipathsarea vi-
ablealternatve for enegy-eflicientrecovery from isolatedand
patternedailures.

1. INTRODUCTION

Sensometworks [2] areervisagel aslarge-scalenetworks
of smallnetworked sensomodessuchasthe Rene[4]. Such
anodecould have oneor moresensorandwould be densely
deplogyednearthe phenomeato be sensedin a highly redun-
dantmanrerto maximizelifetime, anddealwith dynamicsand
failures.

Three criteria drive the designof large-scalesensornet-
works: scalability (thesenetworks might involve thousads
of node$, enegy-eficiercy (in particular wirelesscommuri-
cationcanincur significantlyhigherenegy costthancompu-
tation[7]), androbustnesgto environmertal effectsandnode
andlink failures).

Thesenetworks may require novel routing techniques for
scalableandrobustdatadisseminationsuchasDirecteddiffu-
sion[5]. Of particularinterestis the notion of pathreinforce-
ment thata nodein the network may make a local decision
(basedpossibly on perceved traffic characteristicsjo drav
datafrom oneor moreneighborsn preferenceo otherneigh-
bors. We say that such path setuptechniques uselocalized
algorithms.

In this paper we proposeusing multipath routing to in-
creaseresilienceto nodefailure. We explore localizedalgo-
rithmsfor two differentapproatesto constru¢ing multipaths
betweentwo nodes. Oneis the classicalnode-disjoitt multi-
pathadoptedby prior work, wherethe alternatepathsdo not
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intersectthe original path(or eachother). The otherapproab
abandos therequiremenfor disjoint pathsandinsteadbuilds
mary braided paths. With braidedpaths,thereare typically
no completelydisjoint pathsbut rathermary partially disjoint
alternatepaths.

We usetwo importantmetricsin judging the performarme
of thesecompetingapproacks, resilienceand maintencace
overheal Thereis aninherentradeof betweerthesewo quan-
tities. Becomingmoreresilienttypically consunesmore en-
emy. In this paperwe investigatehetradeofs thatresultfrom
thetwo proposedoutingalgoirthms:

The literature on multipath routing is vastand we do not
attemptto be comprelensve in this summaryof relatedwork.
To ourknowledge however, oursis thefirstattempto evaluate
theenegy/resiliencaradeof for multipathroutingin wireless
sensors Someof our designchoiceshave beeninfluencedby
DispersityRouting [1] andwork on multipathin ad-hocnet-
works[6]

2. DISIOINT AND BRAIDED PATHS

Classicalmultipathrouting hasbeenexploredfor two rea-
son: load balancingandrobustness.While load-bdancingis
essentiato consere enegy in sensometworks, thisis notthe
focusof our paper Insteadwe usemultipathroutingto rapidly
find alternatepathsbetweensourceand sink. Our rationale
for this useof multipathis asfollows. We assumehat, from
theapplications perspectie, adesirablegoalis to deliver data
alongthis primary (bestavailable)path. However, to scalably
(i.e. without flooding for rediscaery) recaver from failure of
this primary path,we constructand maintaina smallnumber
of alternatve paths.Maintainingalternatepaths,however, in-
cur the overheal of sendinglow-rate datathrough alternate
pathsas keepalives and doesnot precludethe pathological
caseof failureon all multipaths.

We considertwo designgor multipathrouting:

disjoint(Section2.1)andbraided(Section2.2). Theenegy-
resiliencetradeofs of theseschemesare then explored via
simulation(Sectio).

2.1 Digoint Multipaths

Thefirstmultipathmechanismve consideiconstructasmall
numberof alternatepathsthat are node-disjoirh with the pri-
mary path,andwith eachother Thesealternatepathsarethus

1This papemrovidesa flavor of the multipathtechnigquessug-
gested. Due to spaceconstraints someof the more detailed
simulationsandanalysishasbeenomitted. Pleasaeferto [3]
for moredetails



unafectedby failureson the primary path,but canpotentially
be lessdesirable(e.g., have longerlateng) thanthe primary
path.

A constructve definition for an idealizedk nodedisjoint
multipath(assumingglobalknowledge) is:

For the 7;5, node-disjoirt path, choosethe bestpaththatis
nodedisjoint with the currently constructedmultipath. The
resultingtheidealizedk-disjoint multipath

Heres one possiblelocalized algorithm for disjoint path
construction Assumefor themomenthatsomelow-ratesam-
pleshave initially beenfloodedthrougtout the network. The
sink thenhassomeempiricalinformation aboutwhich of its
neightors can provide it with the highestquality data (low-
estlossor lowestdelay). To this mostpreferredneighba, it
sendsout a primary-pathreinforcemen As with the basicdi-
recteddiffusionschemethatneighba thenlocally determines
its mostpreferredneightor in the directionof the source and
soon.

Shortly, thereafter the sink sendsan alternate path rein-
forcementto its next mostpreferredneighba. By constrain-
ing eachnodeto acceptonly onereinforcementthe alternate
pathssetupareguaranted to be mutually disjointanddisjoint
with the primary path. A nodethat receves more than one
reinforcment,neyatively reinforcesall reinforcemets but the
first. This mechaimsm canbetrivially extendedto constructk
disjoint multipaths.

We call thesdocalizeddisjoint multipaths.This searchpro-
ceduremay discover longer alternatepathsthantheidealized
version,beingrestrictedto local knowledge. This difference
accowts for someperformancedifferencesbetweenthe two
kinds of disjoint multipaths.

2.2 Braided Multipaths

While disjoint pathshave someattractve resilienceprop-
erties,they canbe enegy inefficient sincenode-disjointpaths
couldbepotentiallylongerthanthe primarypath. Ourbraided
multipathrelaxestherequirementor nodedisjointednss. Al-
ternatepathsin a braid are partially disjoint from the primary
path,not completelynodedisjoint.

A constructve definitionfor our braided multipathis (Fig-
ure 1): For eachnodeon the primary path,find the bestpath
from sourceto sink that doesnot containthat node This
alternatebestpath neednot necessarilybe completelynode-
disjoint with the primary path. We call the resulting set of
paths(includingthe primary path)theidealizedbraidedmulti-
path. As its nameimplies, the links constitutinga braid either
lie on the primary path, or canbe expectedto be geograph
ically closeto the primary path. In this sensethe alternate
pathsforming a braidwould expendenegy comparale to the
primary path.

Onelocalizedtechnique for constructingoraidsis described
belon. As in Section2.1, the sink sendsout a primary path
reinforcemento its mostpreferredneighlor. In addition,the
sink sendsanalternatepathreinforcemento its next preferred
neightor. In addition,recursvely eachothernodeon the pri-
mary path originates an alternate path reinforcemen to its
next mostpreferredneighba. By doing this, eachnodethus
tries to route arourd its immediateneighboron the primary
path towardsthe source. When a node, not on the primary
pathreceivesan alternatepathreinforcementijt propagatest
towardsits mostpreferredneighba. Whena nodealreadyon
the primary path receves an alternatepath reinforcement;t

doesnot propagte the receved alternatepath reinforcemen
ary further

Figure2 illustratesa localizedbraid obtainedby usingthe
abore mechanismin thisfigure,ni+1 sendsanalternateein-
forcemento routearoundny, thatpasseshroughax anday—1
beforerejoiningthe primarypathatn_». In practice though
ourlocalrulescannotalwaysensurehis perfectdetouraround
nk. Theseeffectsvarywith nodedensityandotherfactorsand
arisedueto theabsensef globalknowvledge

3. EVALUATION METHODOLOGY

In this sectionwe preciselydefineour two metricsfor mul-
tipath performancemaintenanceverheadandresilience We
alsodescribehefailuremodelsfor which we evaluaedthere-
silienceof our multipathmechanismsFinally, we discussour
experimentalmethoddogy andlist the parametershat affect
themultipathschemes.

3.1 Maintenance Overhead

The maintenaice overheal of a schemeis a measureof
the enegy requiredto maintain thesealternatepathsusing
periodickeep-alves. Assumethatthe sourcedisseminates
eventsin sometime intenal T' over the primary path. Then,
we assumehater events aresenton the alternatepathsof the
disjoint or the braidedmultipath, with eachalternatepathre-
ceiving equalpropations of this keepalive traffic. Then,the
enepgy requiredto maintainthe alternatepathsis proportionad
totheaveragdength(in numberof hops)of thealternatepaths.
To meaningflly calibratethe maintenane overheadwe nor
malizeit with respecto thelengthof the shortespath. Thus,
our maintenace overheadmetricis:

(La — Lp) /Ly (1)

whereL, is theaveragelengthof analternatepath,and L, is
thelengthof the primary path.

3.2 Failures

We study the resilienceof our multipath routing schemes
to two widely differentfailure models:indepementnodefail-
ures,andgeogaphicallycorrelatedrailures.

Isolated Failures: Our first failure model capturesinde-
penden nodefailuresand representhe effect of local ervi-
ronmentaleffects. More precisely eachnodein the multipath
hasa probalility of failure p; during somesmallinterval T'.
Then,for eachof our multipathschemeswe defineresilience
to isolatedfailure to meanthe probalility of at leastoneal-
ternatepath being available within the interval 7', given that
at leastone nodeon the primary path hasfailed. This latter
constraintcapturesour useof multipathrouting for recosery
from shortespathfailure.

Patterned Failures: Oursecondailuremodelcapturege-
ographicdly correlatedfailures. Specifically a patternedail-
ureresultsin thefailureof all nodesacircle of radiusR,,. The
choiceof acircle is somavhatarbitrary but attemptdo model
the idealizedwave propajationof mostphysicalphenanena.
Theroughjustificationfor this modelis that sustainedactiv-
ity or environmental effects(suchasrain fades)within a geo-
graphicregion cancausesuchcorrelatedailure, eitherdueto
lossof connecwity or dueto enegy dissipation.

We assumdocation of the centersof thesecirclesis ran-
domly distributedwithin the sensoffield. Furthermoreack-
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Figure 1: Idealized Braid

ing ary otherrealisticmodel, we assumehat the numberof
patternedailureswithin agivensmalltime internval T is Pois-
sondistributed,with someparameten,,.

Then,for eachmultipathschemeits resilienceto patterned
failureis definedastheprobalility that,within asmallinterval
T: atleastonealternatepathis available betweensourceand
sink, given that at leastone node on the primary path falls
within the circle defininga patternedailure.

3.3 Detailsof Methodology

In Sectiord, wediscusour evaluationof disjointandbraided
multipathsvia simulation over the 802.1%like MAC in ns-
2. For generatingreinforcementsthe most-preferrecheigh-
bor wasthe onefrom whoma giveneventwasheardfirst. All
our experimentswere condicted by uniformly distributing a
numberof sensomodeswith transmissioradius40meterson
afinite planeof dimensionr400 meterssquare.

To compue a multipath’s resilienceto isolatedfailures,we
repeatedhefollowing setof stepsalarge numter of times:

e Fail eachnodeon the multipathwith probalility p;.

e If anodeonthe primarypathhasfailed,then,theassign
avalue of 1 to this setif at leastone alternatepathis
available,0 otherwise

The resilienceof the multipathto isolatedfailuresis the av-
eragevalue assignedo setsin which at leastonenodein the
primary pathfails. The numberof runs of the experiments,
and the numter of setsin eachrun were adjustedto obtain
acceptabl®5% confidencantenals.

To computeamultipathsresilienceo patternedailures,we
repeatedhefollowing setof stepsalarge numter of times:

e Pick aninteger n from a Poissondistribution with pa-
rameter,.

e Randomlyplacen pointsontheplane.
o Fail all nodeswithin aradiusR,, of theplane.

o If anodeontheprimarypathhasfailed,then,theassign
avalueof 1 to this setif atleastone alternatepathis
available,0 otherwise.

Theresilienceof the multipathto patternedailuresis the av-

eragevalue assignedo setsin which at leastonenodein the
primary pathfails. The numberof runs of the experiments,
and the numter of setsin eachrun were adjustedto obtain
acceptabl®5% confidenceantenvals.

3.4 Qualitative Comparison

Beforediscussingour simulationresults,we try to present
someintuition for the enegy/resiliencetradeofs of the two
multipathschemesve have discussedofar. We usethe cor
respondhg idealizedmechanismso guideour intuition, since
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Figure 3: Perfect Braid

theirbehaior easietto reasoraboutthantheirlocalizedcoun-
terparts.

The enepgy costof alternatedisjoint pathsdepenls on the
network density At low network densities alternatedisjoint
pathsaresignificantlylongerthan,andhave highercostthan,
the primary path. At higherdensitiesthe likelihood of find-
ing node-dsjoint alternatepathsof shorterlengthincreases,
therebyreducingtheenegy costof maintainingthem.In con-
trast,theenepgy costof analternatepathin thebraidis compa-
rableto that of the primary path,moreor lessindepementof
density Thusthedifferencan maintenaieoverheal between
disjointandbraidedmultipathis high atlower densities.

Disjoint pathsgive us indepeneénce,i.e., ary humberof
nodescanfail ontheprimary pathwithoutimpactingthealter
natepath. However, the failure of asinglenodeon eachalter
natepathresultsin thefailure of the multipath. By contrastjn
braidedmultipathsthevariousalternatepathsarenotindepen-
dent,anda combinationof failureson the primary pathcould
sever all alternatepaths. However, the numker of distinct al-
ternatepathsthrougha braid is significantly higherthanthe
numberof nodesin its primary path. This contritutesto the
greateresilienceof thebraid.

Patternedrailuresalsoaffect disjoint andbraidedpathsdif-
ferently A failure patternthataffectsthe primary pathwould
belikely to affect alternatepathsthataregeogragically near
primary path,andaffectlesspathsthataremoredistant.Since
braidingencouragsgeogragically closeralternatepaths dis-
joint multipathsarelikely to be moreresilientto patternfail-
uresthanbraidedmultipaths.

4. SIMULATION RESULTS

In performingthesesimulationexperimeris, ourgoalwasto
understandhe enegy/resilienceradeof betweenour various
multipathschemestheir dependace on network density and
validationof theidealizedmodels.Onesimpleinstanceof the
enegy/resiliencdradeof isillustratedin Figure4. We seethat
for isolatedfailures,2-disjointidealizedmultipathsaresignif-
icantly lessresilient, and have higher maintenane overheal
thanidealizedbraidedmultipaths. For patternedfailures,the
idealizedschemeshave comparableesilience,but 2-disjoint
hashigher maintenane overheal. Similar distinctionsexist
for thelocalizedmechanisms.

Clearly Figure4 doesnot representhe whole picture. Our
simulations[3] carefully study the impacton eachmetric of
varyingdifferentparametersWe summarizehe salientobser
vationsin this section.

Maintenance Overhead: Overall,braidedidealizedmulti-
pathsrequirelower maintenanceverhea than2-disjointide-
alizedmultipaths thedifferencebeingsignificantatlowerden-
sities. The localized braided heuristic doesnot exhibit the
samepropertiesasthe idealizedversionat low densities but
tracksit closelyat higherdensities.Finally, the maintenace
overheadof localized2-disjointis nearly an order of magni-
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tude higher than localized braid at high densities. In other
words,we believe theseresultsshawv thatit might be easierto

constructiow-overheal braidsthanto construcow-overhead
disjoint pathsusinglocalizedalgorithms.

Resilience to I solated Failures: In generaltheidealized
braidis moreresilientthattheidealizeddisjoint multipath,the
differencebeingsignificantat higherdensities.Localizedal-
gorithmsareslightly lessresilientthantheiridealizedcounter
parts. Thereasongor theseis thatboththelocalizedbraidand
thelocalizeddisjoint multipathcandiscover longerpathsthan
theiridealizedcourterparts.

Resilience to Patterned Failures: The resilienceto pat-
ternedfailure of the idealizedbraid compareswell with the
idealized2-disjoint and 3-disjoint paths. The localizedbraid
varies differently to density than the idealized scheme(ex-
plainedin [3]) With increasingrequerty of failure,or radius
of failure, theresiliencedecreaseslthoughthe impactof ra-
diusis more dramatic. Increasingthe level of disjointednes
(of disjoint paths)only gives us modes resiliencegain, and
incurslarge costdifference.

5. CONCLUSIONS

Wedemonstratéhatmultipathroutingcanbeusedfor enegy-
efficientrecovery fromfailurein wirelesssensonetworks. We
exploreandevaluae a novel braideddesignwhich shavs con-
siderablepromise.

For a disjoint multipathconfigurationwhosepatternedail-
ureresilienceis compaableto thatof braidedmultipaths,the
braidedmultipathshave about50% higher resilienceto iso-
lated failuresand a third of the overheadfor alternatepath
maintenace.

Webelievethatit is harderto designlocalizedenepy-efficient
mechaismsfor constructingdisjoint alternatepaths,becaus
the localizedalgorithmslack the informationto find low la-
teng disjoint paths.

Finally, increasingthe numker of disjoint pathsdoesin-
creasehe resilienceof disjoint multipathsbut with a propor

tionatelyhigherenepy cost. It is notthe casethata smallen-
ergy expendture dramaticallyimprovesthe resilienceof dis-
joint paths.
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