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Abstract—We study the problem of disseminating videos to mobile users by using a hybrid cellular and ad hoc network. In particular,

we formulate the problem of optimally choosing the mobile devices that will serve as gateways from the cellular to the ad hoc network,

the ad hoc routes from the gateways to individual devices, and the layers to deliver on these ad hoc routes. We develop a Mixed

Integer Linear Program (MILP)-based algorithm, called POPT, to solve this optimization problem. We then develop a Linear Program

(LP)-based algorithm, called MTS, for lower time complexity. While the MTS algorithm achieves close-to-optimum video quality and is

more efficient than POPT in terms of time complexity, the MTS algorithm does not run in real time for hybrid networks with large

numbers of nodes. We, therefore, propose a greedy algorithm, called THS, which runs in real time even for large hybrid networks. We

conduct extensive packet-level simulations to compare the performance of the three proposed algorithms. We found that the THS

algorithm always terminates in real time, yet achieves a similar video quality to MTS. Therefore, we recommend the THS algorithm for

video dissemination over hybrid cellular and ad hoc networks.

Index Terms—Wireless networks, video streaming, quality optimization, resource allocation
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1 INTRODUCTION

MOBILE devices, such as smartphones and tablets, are
getting increasingly popular, and continue to gener-

ate record-high amount of mobile data traffic. For example,
a Cisco report indicates that mobile data traffic will increase
39 times by 2015. Sixty six percent of the increase is due to
video traffic [1]. Unfortunately, existing cellular networks
were designed for unicast voice services, and do not
natively support multicast and broadcast. Therefore, cellu-
lar networks are not suitable for large-scale video dissemi-
nation. This was validated by a measurement study, which
shows that each HSDPA cell can only support up to six
mobile video users at 256 kbps [2]. Thus, disseminating
videos to many mobile users over cellular networks could
lead to network congestion and degraded user experience.
This network capacity issue may be partially addressed by
deploying more cellular base stations, installing dedicated
broadcast networks (such as Digital Video Broadcast-
Handheld, DVB-H [3]), or upgrading the cellular base
stations to support Multimedia Broadcast Multicast Service
(MBMS) [4]. However, these approaches all result in
additional costs for new network infrastructure, and might
not be fully compatible with existing mobile devices. Hence,
a better way to disseminate videos to many mobile users is
critical to the profitability of cellular service providers.

In this paper, we study video dissemination in a hybrid
cellular and ad hoc network. Fig. 1 depicts the underlying
network, consisting of one or several base stations and
multiple mobile devices equipped with heterogeneous
network interfaces. Mobile devices not only connect to the
base station over the cellular network, but also form an ad
hoc network using short-range wireless protocols such as
WiFi and Bluetooth. Mobile devices relay video traffic
among each other using ad hoc links, leveraging such a free
spectrum to alleviate bandwidth bottlenecks and cut down
the expense of cellular service providers. Throughout the
paper, we denote mobile devices that directly receive video
data over the cellular network and relay the receiving data
to other mobile devices over the ad hoc network as gateways.
Notice that although we do not explicitly consider
centralized access points in the short-range network, our
formulation and solutions are general enough, and can be
readily applied to WiFi and Bluetooth access points.

Disseminating videos over a hybrid cellular and ad hoc
network is not an easy task because transmission of video
data must adhere to timing constraints inherent in the
delivery and playback of video content. Traditionally, video
servers use computationally complex transcoders [5] to
reduce the video coding rates to guarantee on time delivery
of video data. However, in a hybrid network, real-time
transcoding is not feasible on resource-constrained mobile
devices. Thus, we employ scalable videos [6] for in-network
video adaptation [7]. More precisely, at the base station,
scalable coders encode each video into a scalable stream
consisting of multiple layers, and each mobile device can
selectively forward some layers to other mobile devices in a
timely fashion.

To deliver the highest possible video quality, we study
an optimization problem that determines: 1) the mobile
devices that will serve as gateways and relay video data
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from the cellular network to the ad hoc network, 2) the
multihop ad hoc routes for disseminating video data, and
3) the subsets of video data each mobile device relays to the
next hops under capacity constraints. We formulate the
optimization problem into a Mixed Integer Linear Program
(MILP), and propose an MILP-based algorithm, called
POPT, to optimally solve it. POPT has a rather high time
complexity, and thus, we also propose two heuristic
algorithms: MTS and THS. MTS is a Linear Program
(LP)-based algorithm while THS is a greedy algorithm. We
conduct extensive packet-level simulations to evaluate the
performance of the proposed algorithms. We found that
both MTS and THS achieve a similar video quality, which
is close-to-optimum video quality with at most a 2 dB gap
observed. More importantly, the THS algorithm has a
much lower time complexity than POPT and MTS. It
always terminates in real time, and supports large hybrid
networks with 70+ mobile devices. Hence, we recommend
the THS algorithm for video streaming over hybrid cellular
and ad hoc networks. Last, we also build a real video
dissemination system among multiple Android smart-
phones over a live cellular network. Via actual experi-
ments, we demonstrate the practicality and efficiency of the
proposed THS algorithm.

The rest of this paper is organized as follows: The related
work is reviewed in Section 2. We give our system’s
overview, build up notations, define, and formulate our
optimization problem in Section 3. This is followed by the
proposed algorithms presented in Section 4. We evaluate
the algorithms using extensive simulations and experiments
in Sections 5 and 6, respectively. The paper is concluded in
Section 7.

2 RELATED WORK

Using an auxiliary ad hoc network to augment a cellular
network has been considered in prior literature for
enhancing data transfer and video dissemination.

2.1 Data Transfer over Hybrid Networks

We classify the existing approaches to speed up data
transfer over a cellular network using an ad hoc network
into two groups: unicast and multicast data transfers. In the
former group [8], [9], data are unicast from a base station to
mobile devices over a cellular network, and these devices
relay the data to other mobile devices over an ad hoc
network. In the latter group [10], [11], [12], [13], via
multicast-enabled base stations, data are simultaneously
sent to multiple mobile devices, which then propagate the

data to other devices through multihop paths in an ad hoc
network. Although, multicast data transfer may improve
the system performance, current cellular networks only
employ multicast for disseminating short messages (at
most 90 characters) [14], which is inapplicable for dis-
seminating videos.

Unicast Data Transfer. Luo et al. [8] design a hybrid
network that uses a WiFi ad hoc network to route cellular
data via other mobile devices with higher cellular data
rates. Two neighbor discovery and routing protocols,
proactive and on-demand, are proposed. With the former
protocol, all devices proactively maintain the states of their
immediate neighbors. When a device wants to discover a
route to the base station, it issues a route discovery message
to a neighbor with the highest cellular data rate. The
message is further relayed by the neighbor to its highest
rate neighbor until there is no neighbor with higher rate
than the relayer or the hop count limit is reached. The final
relayer is the one that receives data from the cellular
network and propagates data to the original requester. With
the on-demand protocol, devices do not maintain their
neighbors’ states. A requester discovers a route to the base
station by flooding a route discovery message to all its
neighbors within a given range. Devices with higher data
rates than that of the previous hops forward the message to
the base station, which eventually selects the best path to
the requester. Simulation results show that the on-demand
protocol typically incurs higher traffic overhead on the
cellular network, while the proactive protocol consumes
more energy. Through simulations, Hsieh and Sivakumar
[9] show that generic ad hoc protocols do not work well in
hybrid cellular and WiFi ad hoc networks, and may lead to:
1) degraded overall throughput, 2) unfair resource alloca-
tion, and 3) low resilience to mobility. They propose two
approaches to improve the efficiency of ad hoc protocols.
First, the base station can run optimization algorithms for
the WiFi ad hoc network, for example, to build optimized
routes. Second, mobile devices connected to other access
networks can offload traffic from the cellular network to
those access networks, so as to avoid network congestion
around the base station.

Multicast Data Transfer. Law et al. [13] evaluate a hybrid
network in which a cellular base station reduces its
transmission range to achieve a higher data rate for mobile
devices inside its range. Some mobile devices act as
gateways and relay data to mobile devices outside the range
via a multihop ad hoc network. The analysis and simulation
results indicate that up to 70 percent downlink capacity
improvement over pure cellular networks is possible. Lao
and Cui [12] propose a hybrid network, in which each
multicast group is either in the cellular mode or in the ad hoc
mode. Initially, all multicast groups are in ad hoc mode, and
when the bandwidth requirement of a group exceeds the ad
hoc network capacity, the base station picks up that group
and switches it into the cellular mode. Park and Kasera [10]
consider the gateway node discovery problem, and model
the ad hoc interference as a graph coloring problem. Solving
this problem allows them to approximate the number of
other mobile devices in the transmission range of a specific
mobile device. Bhatia et al. [11] consider the ad hoc routing
problem for multicast services, and also abstract ad hoc
interference as a graph. They formulate a problem of finding
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Fig. 1. A hybrid cellular and ad hoc network.



the relay forest to maximize the overall data rate, and they
propose an approximation algorithm.

Unlike the above works [8], [9], [10], [11], [12], [13], we
focus on delay sensitive live video distribution over a
hybrid network.

2.2 Video Dissemination over Hybrid Networks

The problem of video dissemination over hybrid networks
has been recently considered [15], [16], [17], [18]. Qin and
Zimmermann [15] present an adaptive strategy for live
video distribution to determine the number of quality layers
to be transmitted between two mobile devices. They also
propose a technique that helps mobile nodes retrieve
missing frames when nodes get reconnected after discon-
nections. Their solution, however, is only applicable to
individual links, while live video distribution usually
utilizes multihop paths. Hua et al. [16] formulate an
optimization problem in a hybrid network to determine
the cellular broadcast rate of each quality layer. In the
ad hoc network, a flooding routing protocol is used to
discover neighbors and a heuristic is employed to forward
video data. Our work differs from Hua et al. [16] in several
aspects: 1) we propose a unified optimization problem that
jointly finds the optimal gateway mobile devices, ad hoc
routes, and video adaptation, 2) we consider existing
cellular base stations that may not natively support multi-
cast, and 3) we employ Variable-Bit-Rate (VBR) streams.

Preliminary results of this paper were published in Do
et al. [17]. The current paper makes several enhancements.
First, we propose a new greedy algorithm, called THS,
which has a much lower time complexity than the algo-
rithms proposed in [17], yet still achieves close-to-optimum
video quality. Second, we carry out packet-level simulations
for more convincing evaluation results. Third, we evaluate
our algorithms in a real hybrid network testbed [18].

3 VIDEO DISSEMINATION IN HYBRID NETWORKS

In this section, we first describe our system’s overview and
notations used frequently in the paper. We then state our
problem that schedules to stream videos optimally, and
formulate this problem as an MILP problem.

3.1 System Overview and Notations

We consider a hybrid network (see Fig. 1), which consists of
a cellular base station and several mobile devices. Table 1
summarizes the notations used in the paper. The base
station concurrently transmits K videos to U mobile
devices, where each mobile device receives and renders a
video chosen by its user. Throughout this paper, we use
node to refer to both the base station and mobile devices. All
mobile devices are equipped with two network interfaces
for cellular and ad hoc networks, respectively. Examples of
cellular networks include EDGE, 3G, and 4G cellular
networks, and examples of ad hoc networks are WiFi ad
hoc and Bluetooth networks. Mobile devices can always
receive video data from the base station via cellular links.
They also form an ad hoc network and exchange video data
over it. Unlike cellular networks, ad hoc connectivity is not
guaranteed because ad hoc networks, such as WiFi ad hoc
and Bluetooth networks, have a rather short range, less than

a few hundreds of meters, and are prone to disconnections
due to user mobility.

Distributing videos in a hybrid network is challenging
because: 1) wireless networks are dynamic in terms of
connectivity, latency, and capacity, and 2) video data
require high throughput and low latency. To cope with
these challenges, we employ layered video coding [6], such
as H.264/SVC [19], to encode each video into L layers.
Layer 1 is referred to as the base layer, which provides a
basic video quality. Layers 2; 3; . . . ; L are enhancement
layers, which provide incremental quality improvements.
An enhancement layer is decodable if all layers below it are
received. With layered videos, we can dynamically adjust
the number of layers sent to each mobile device. While the
adjustments may be done very frequently, a subject user
study [20] reveals that frequent quality changes lead to
degraded viewer experience. Therefore, we divide each
video into multiple D sec video segments, where D is a
small number (e.g., 1 or 2 seconds). Quality changes are
only allowed at boundaries of segments. We let S be the
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total number of segments of every video, and we let tk;s;l
(1 � k � K; 1 � s � S; 1 � l � L) be the transmission unit of
video k, segment s, and layer l.

We study an optimization problem of selecting transmis-
sion units from W consecutive segments to transmit to
mobile devices over the hybrid network. The W consecutive
segments considered for selection form a scheduling
window. We refer to a solution as a schedule and we call
an algorithm that runs at the base station to compute
schedules as a scheduler. The scheduler on the base station
takes feedback from networks, and computes a new
schedule every DW 0 secs (1 �W 0 �W ). That is, every
DW 0 seconds, the scheduling window is shifted to the right
for W 0 segments. The feedback from mobile device u
includes transmission unit availability yuk;s;l at u and u’s
location !u ¼ ð!u;x; !u;yÞ. We let yuk;s;l ¼ 1 if u holds unit tk;s;l,
and yuk;s;l ¼ 0 otherwise. We use !u;x and !u;y to denote the
longitude and latitude of u, which can be derived from
Global-Positioning-System (GPS) functionality, cellular net-
work triangulations, and WiFi fingerprints, which work
both outdoors and indoors [21]. Each mobile device u
reports its yuk;s;l and !u to the base station, and the base
station maintains the state of availability and device
location for all mobile devices 1 � u � U .

Given that the base station maintains a global view of the
hybrid cellular and ad hoc network, the scheduler on the
base station computes the schedule for all cellular and ad
hoc links. The base station sends a new schedule to mobile
devices every DW 0 secs. The mobile devices then distribute
transmission units following the schedule. To maintain
the tractability, our schedule does not explicitly specify the
transmission time of each transmission unit. Rather, the
order of transmission units is determined by the importance
of transmission units. We denote the list of transmission
units sorted by their importance as a precedence list. Mobile
devices skip transmission units that have not been received,
and check their availability again whenever a transmission
unit is completely sent.

Fig. 2 illustrates a scheduling window. Each rectangle
represents a transmission unit. The dark units are the units
already available at the receiving mobile device. The shaded
units are the units scheduled by the schedulers. As the
figure illustrates, the scheduler considers for scheduling
only transmission units that are: 1) not available at the
receiver and 2) in the scheduling window W .

Fig. 3 presents a different view on a schedule, in which
circles represent mobile devices, rectangles are transmission
units, and arrows indicate multicast trees for dissemination.
This figure illustrates that, depending on unit availability, a

schedule may specify different multicast trees for different
transmission units. For example, mobile device 4 receives
unit t1;1;3 through the path consisting of base station 0 and
devices 6, 7, while it receives unit t1;1;1 through the path
including only device 5. Figs. 2 and 3 show the generality of
our scheduling problem.

3.2 Problem Statement

With the above notations, we next formally describe the
considered problem.

Problem 1 (Scheduling in a Hybrid Network). Assume K
videos are concurrently distributed from a cellular base station
to a large number of mobile devices over a hybrid cellular and
ad hoc network. Each video k is coded into multiple
transmission units, while each unit tk;s;l represents layer l of
segment s. Every DW 0 secs, we compute the schedule for a
scheduling window of W segments and for every network link,
to maximize the overall video quality across all mobile devices.
The resulting schedule should be feasible in the sense that the
scheduled units can be delivered in DW 0 secs.

This scheduling problem is fairly general because: 1) any
mobile device can relay any transmission unit to other
mobile devices and 2) each transmission unit can be
disseminated over different multicast trees.

Lemma 1 (Hardness). The scheduling problem in a hybrid
cellular and ad hoc network is NP-hard.

Proof. The problem is to decide which transmission units to
be transmitted over individual network links, where
network links have diverse capacities and transmission
units carrying variable-size video data with diverse
quality improvement. Let us describe the NP-Complete
0/1 Multidimensional Knapsack (MDK01) problem [22]:
Given a set of items N ¼ 1; 2; . . . ; N , where item n

(1 � n � N) has an M-dimensional weight ðwn;1;
wn;2; . . .wn;MÞ and a profit value pn, find a subset N� � N

to maximize the total profit and fit into anM-dimensional
Knapsack with capacities ðc1; c2; . . . ; cMÞ.

For any MDK01 problem, we can construct a
scheduling problem as follows: We first create a
Hamilton path visiting all M mobile devices. We let
cellular link capacity of the first mobile device to be c1,
while all other mobile devices have zero cellular link
capacity. We set the capacity of the ad hoc link into the
mth mobile device to be cm (2 � m �M). Next, for each
item n, we create M transmission units; one for each
mobile device. That is, we have MN transmission units
in total. Last, we use profit pn to assign the average
quality improvement delivered by each transmission
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unit, and we use the weight wn;m to determine the size
of transmission unit corresponding to item n and
mobile device m. It is clear that an optimal solution of
the constructed scheduling problem can be converted
into an optimal solution for MDK01 in polynomial time.
Thus, if there is an efficient algorithm for our schedul-
ing problem, it can be used to solve MDK01 problem
and all other NP-hard problems. This completes our
NP-hard proof. tu

Since the scheduling problem in a hybrid network is NP-
hard, we formulate it as an MILP problem in the next section.

3.3 Optimization Problem Formulation

We first build up the video and network models. Then, we
formulate the considered scheduling problem.

3.3.1 Rate-Distortion (R-D) Model

Our objective is to maximize the video quality under
network bandwidth constraints. A popular method to
achieve such quality-optimized system is to use a rate-
distortion model, which describes the mapping between
video rates and degrees of quality degradation in recon-
structed videos. R-D models capture the diverse video
characteristics and enable media-aware resource allocation.
Due to flexible and complicated prediction structures of
layered video streams, existing scalable R-D models [23] are
fairly complex and may not be suitable for real-time
applications. Hence, we adopt a low-complexity discrete
R-D model below. The distortion caused by not sending a
transmission unit tk;s;l to a mobile device can be divided into
two parts [24], [25]: 1) truncation distortion and 2) drifting
distortion. Truncation distortion refers to the quality
degradation of pictures in segment s itself, and drifting
distortion refers to the quality degradation of pictures in
other segments due to imperfect reconstruction of reference
pictures. We assume each segment s contains multiple
groups-of-picture (GoPs) and, thus, can be independently
decoded. This practical assumption eliminates the needs to
model drifting distortion.

We let qk;s;l be the quality improvement when receiving
tk;s;l in addition to the previously received tk;s;l0 , where
l0 ¼ 1; 2; . . . ; l� 1. While quality improvement can be in
any video quality metric, we use peak signal-to-noise ratio
(PSNR) throughout this paper for concrete discussions.
PSNR is a widely used objective video quality metric,
which is in dB scale and inversely related to mean-squared
error [6]. We let zk;s;l be the size of tk;s;l. The sets Qk ¼
fqk;s;l j 1 � s � S; 1 � l � Lg and Zk ¼ fzk;s;l j 1 � s � S; 1 �
l � Lg model the R-D characteristics of video stream k. Qk

and Zk are computed during the encoding time, and sent
to the base station as metadata along with the video
stream k itself. The base station uses them as inputs to
solve the scheduling problem. Notice that qk;s;l and zk;s;l are
merely two numbers and, thus, sending them along with
the video data, typically in the order of kilo-bytes, leads to
negligible overhead.

3.3.2 Network Capacity Model

We let cu;v be the link capacity between nodes u and v under
the assumption of minimized interference. In practical

systems, cu;v may be derived by various approaches. For
example, Riiser et al. [26] propose to look up link capacity
based on each node’s location. In our simulations and
experiments, we adopt this location-based approach, and
use the device location !u to estimate the link capacity in
both cellular and ad hoc networks. More specifically, we
empirically measure the mapping between the node
location and link capacity several times, and use the
resulting values for capacity estimation. In the following
paragraphs, we explain how the interference is minimized
in: 1) cellular networks and 2) ad hoc networks.

Cellular networks control the interference via various
multiple access methods (such as FDMA, TDMA, and
CDMA) and via proper network planning (to avoid intercell
interference). At a high level, the base station runs a
centralized algorithm to allocate �u air-time to mobile
device u, where 1 � u � U , and � ¼

PU
u¼1 �u is the total

air-time reserved for mobile data, which is a system
parameter. Let node 0 be the base station, the effective
cellular capacity between it and node u is �uc0;u, where �u
(1 � u � U) is a variable of our optimization problem.

Interference in ad hoc networks is harder to control as
the air-time allocation is done by distributed media access
control (MAC) protocols. We model the air-time allocation
using the conflict graphs [11], [27], [28]. A conflict graph is
used to learn links that cannot be simultaneously activated
due to interference. This happens in ad hoc networks
because mobile devices use the same frequency for
transmission. Two links interfere each other if at least one
end of a link is in the transmission range of one or two ends
of the other link. Let GðV;EÞ be the network graph, where
V and E are nodes and edges. Its corresponding conflict
graph Gð�V; �EÞ is constructed as follows: We first create a
vertex ��u;v in �V for each edge �u;v 2 E, and we add an edge
connecting ��u;v and ��k;l to �E if node u or v is in node k or l’s
transmission range.

Each independent set selected from a conflict graph
Gð�V; �EÞ corresponds to a set of edges in the network graph
GðV;EÞ that can be simultaneously activated without
interfering with each other. An independent set refers to a
subset of vertices where no two of them are adjacent. An
independent set is called a maximal independent set if
adding any vertex to it leads to a nonindependent set. We
let I1; I2; . . . ; IQ be all maximal independent sets. Given Q
maximal independent sets, distributed MAC protocols
allocate �q air-time to maximal independent set Iq, wherePQ

q¼1 �q � 1 [28], [29]. �q (1 � q � Q) are variables of our
optimization problem. For a link �u;v 2 E between two
mobile devices u and v, the effective ad hoc capacity is
therefore,

P
1�q�Q; ��u;v2Iq

�qcu;v.

3.3.3 Controlling Dissemination Latency

Our optimization problem only determines which transmis-
sion units to send in the current scheduling window, but
does not model the fine-grained delivery time of each
transmission unit. We should mention that the unit delivery
time could be modeled using time-indexed Integer Linear
Program (ILP) [30]. In time-indexed ILP formulations, all
time intervals are expressed as (rounded to) multiples of a
sufficiently small time slot. In these formulations, short time
slots are essential for good performance, but short time slots
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also lead to a large number of decision variables and render
the formulation computationally intractable.

We do not employ time-indexed ILP in our formulation,
but use two other approaches to control latency. First, we
limit each unit to be sent over at most H hops in each
scheduling window, where H is a small integer and a
system parameter. Second, we employ the paths on the
breadth-first trees for unit delivery, which is detailed in
the following: Let Ak;s;l be the set of nodes that already have
unit tk;s;l. Nodes in Ak;s;l are potential sources for distribut-
ing tk;s;l and all other mobile devices are receivers of that
transmission unit. For a source a 2 Ak;s;l and an arbitrary
receiver u, there are many paths between them for
distributing tk;s;l. To avoid inefficient paths, we only
consider the paths that follow the breadth-first tree from
the source a to all mobile devices not in Ak;s;l. We let Na;h

k;s;l

be the receiving mobile devices that are h hops away from
a 2 Ak;s;l in the breadth-first tree, where 1 � h � H.
Mathematically, we write

Na;h
k;s;l ¼

[
u2Na;h�1

k;s;l

Nu;1
k;s;l nNa;h�1

k;s;l nNa;h�2
k;s;l ; ð1Þ

where Nu;1
k;s;l includes u’s neighbors (note that Nu;0

k;s;l ¼ fug).
Equation (1) defines nodes in level h by finding all nodes

that are neighbors of nodes in level h� 1 (
S
u2Na;h�1

k;s;l
Nu;1
k;s;l)

and then excluding nodes in levels h� 1 (nNa;h�1
k;s;l ) and h� 2

(nNa;h�2
k;s;l ) from the found nodes.

Fig. 4 presents an example of a breadth-first tree, which
is formed to deliver unit tk;s;l from device 1 in Ak;s;l to four
receivers. Device 1 is the root of the tree, and nodes 2 and 3
are in level 1. Using (1), our technique determines nodes in
level 2 (i.e., h ¼ 2) to be receivers 4 and 5 because

Na;h�1
k;s;l ¼ f2; 3g;

[
u2Na;h�1

k;s;l

Nu;1
k;s;l ¼ f1; 2; 3; 4; 5g;N

a;h�l
k;s;l ¼ f2; 3g;

and Na;h�2
k;s;l ¼ f1g. Using breadth-first trees for path selec-

tion helps eliminate long and inefficient paths. For example,
path 1-2-4-5 should not be chosen to deliver to data from 1
to 5 because there is a shorter path 1-3-5.

Distributing transmission units over breadth-first trees
not only limits the distribution latency and avoids loops,
but also reduces the complexity of the considered problem
without sacrificing the solutions’ quality. This is because
paths that do not follow breadth-first trees are inefficient
and should be avoided.

3.3.4 Formulation

We define xa;v;uk;s;l 2 f0; 1g to be a decision variable: xa;v;uk;s;l ¼ 1 if
transmission unit tk;s;l is scheduled to be sent from node v to
node u over the breadth-first tree rooted at node a; xa;v;uk;s;l ¼ 0
otherwise. The scheduling problem in a hybrid cellular and
ad hoc network is formulated in (2a)-(2h). In this formula-
tion, we refer to the base station as node 0. The objective
function in (2a) is the average video quality achieved by all
U mobile devices. The objective function contains two terms
(within the square brackets): the first term considers the
breadth-first tree rooted at the base station, and the second
term considers the breadth-first trees rooted at gateways,
which directly receive the transmission unit from the base

station. We note that if the objective function only has the
first term, a new transmission unit would only have a
breadth-first tree rooted at the base station with height one
because all mobile devices are one hop away from the base
station. Consequently, the transmission units would never
be exchanged over ad hoc networks. Hence, the second
term is critical to the utilization of the ad hoc network, and
overall video quality.

max
1

U

XK
k¼1
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cû;v̂DW 0 �
X

1�q�Q; ��û;v̂2Iq
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8 1 � û; v̂ � U; 1 � k̂ � K; 1 � ŝ � S;
1 � l̂ � L; 1 � ĥ � H:

ð2hÞ

Constraints in (2b) and (2c) model the air-time allocation
in the cellular network to guarantee that the capacity of the
cellular network is not exceeded. Constraints in (2d) and
(2e) model the air-time allocation in the ad hoc network to
ensure that the capacity of the ad hoc network is not
exceeded. The constraint in (2f) guarantees the dependency
among layers. That is, a unit with layer l will not be sent to a
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device unless the device has units of all lower layers (l0 < l)
or will receive them in the current scheduling window. The
constraint in (2g) ensures a mobile device receives each
transmission unit from a single sender over a single
breadth-first tree. It helps avoid transmission redundancy.
The constraint in (2h) makes sure that a mobile device sends
a transmission unit only if it receives that unit in current or
earlier scheduling windows.

4 SCHEDULING ALGORITHMS

In this section, we present three algorithms to solve the
scheduling problem in a hybrid cellular and ad hoc network.

4.1 An MILP-Based Algorithm: POPT

The formulation in (2a)-(2h) consists of linear objective
functions and constraints with integer decision variables
(xa;v;uk;s;l ) and real-value variables (�u and �q). Hence, it is an
MILP problem and may be solved by MILP solvers.
However, observe that constraints in (2d) and (2e) include
all the maximal independent sets Iq (1 � q � Q) in the
conflict graph, and finding all Iq itself is an NP-Complete
problem [22]. Therefore, it is computationally impractical to
consider all Q maximal independent sets. Jain et al. [31]
propose a random search algorithm for deriving a subset of
maximal independent sets that is sufficient for optimal
schedulers. Li et al. [29] show that this random search
algorithm is inefficient, and propose a priority-based
algorithm to find the maximal independent sets that will
be used in the optimal schedule with high probability.
While the priority-based algorithm is defined for the
throughput optimization problem in a multiradio, multi-
channel wireless network, it can be extended to other
conflict graph-based optimization problems by revising the
definition of the scheduling priority.

The priority-based algorithm works as follows: First, the
shortest path between the source-destination pair of each
flow is calculated. Then, the number of shortest paths
traversing through each link is used as its priority. Next, the
algorithm uses an anchor link to iterate through the links
from high to low priority. For each anchor link, the
algorithm scans through all links that are not its neighbors
in the conflict graph, and creates a set of new maximal
independent sets, where every maximal independent set
contains the anchor link. A link covered by any maximal
independent set will not be considered as an anchor link.
The algorithm stops once all links are covered by at least a
maximal independent set. Readers are referred to Li et al.
[29] for more details on this algorithm.

We define a new priority function for each ad hoc link to
achieve the following four design goals:

1. The links into mobile devices with more descendants
in breadth-first trees are given higher priorities.

2. The links into mobile devices on breadth-first trees
of transmission units with higher quality improve-
ment values are given higher priorities.

3. The links with higher ad hoc link capacities are
given higher priorities.

4. The links from mobile devices with higher cellular
link capacities are given higher priorities.

Specifically, we define the priority function fðu; vÞ of an
edge from u to v as

fðu; vÞ ¼ faðvÞ þ fcðuÞ; ð3Þ

where faðvÞ and fcðuÞ are the “importance” factors due to
the ad hoc network and the cellular network, respectively.
They are computed as

faðvÞ ¼ cu;v
XK
k¼1

XscþW
s¼sc

XL
l¼1

X
a2Ak;s;lnf0g

ma;v
k;s;lqk;s;l; ð4Þ

fcðuÞ ¼ �c0;u

XK
k¼1

XscþW
s¼sc

XL
l¼1

mu;u
k;s;lqk;s;l; ð5Þ

where ma;v
k;s;l is the number of descendants of mobile device v

on the breadth-first tree rooted at node a for video k,
segment s, and layer l.

With the priority function fðu; vÞ, we leverage the
priority-based algorithm [29] to generate a small set of Q̂
(1 � Q̂ � Q) maximal independent sets that will be em-
ployed by the optimal schedules with high probability. We
then apply a practical simplification on the formulation in
(2a)-(2h) by only considering the Q̂ maximal independent
sets in the constraints in (2d) and (2e). Unlike the original
formulation that may consist of exponentially many
maximal independent sets, the simplified formulation has
a reasonable number of maximal independent sets, and can
be solved by MILP solvers. We use an MILP solver to solve
the simplified formulation, and we refer to it as the
Prioritized Optimization (POPT) algorithm.

4.2 A Throughput-Based Heuristic Algorithm: MTS

Since MILP problems are NP-Complete, the POPT algo-
rithm does not scale well with the number of mobile
devices. Hence, we develop a heuristic algorithm, called
Maximum Throughput Scheduling (MTS) algorithm that
was first presented in Do et al. [17].

This algorithm consists of two steps. In step 1, we derive
the demand capacity ĉu;v for each link from mobile device u to
v. We iterate through the transmission units following the
precedence list, which generally starts from lower to higher
layers and from earlier to later segments. For each
transmission unit, we first schedule it to be delivered to
all mobile devices that have not received that unit yet, over
the ad hoc links. Mobile devices that cannot receive the
transmission unit from peer mobile devices are scheduled
to receive the unit from the base station over the cellular
network if their cellular data rate is enough to do so. More
specifically, among mobile devices that do not have the
unit, the base station selects a device with the highest
number of children in an ad hoc tree rooted at that device,
and sends it the unit. The selected device then propagates
the unit along the tree. The iteration stops once there is a
device that cannot get the unit via neither networks.

Trees are formed in the ad hoc network with interference
consideration. We employ a simple and practical passive
interference control. For each ad hoc link from u to v, we
define its utilization factor as

�u;v ¼
P

tk;s;l2Xu;v
zk;s;l

cu;v �D �W 0 ;
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where Xu;v is a set of transmission units scheduled for
dissemination from u to v,

P
tk;s;l2Xu;v

zk;s;l is the total size of
transmission units scheduled from u to v during DW 0 secs,
and cu;v is data rate of link ðu; vÞ. Whenever the scheduler
wishes to transmit a unit tk;s;l from sender u to receiver v, it
must ensure that the following constraint holds:X

�p;q þ �u;v þ �v;u � 1 ð6Þ

for any nodes p or q in the transmission range of u or v. This
constraint prevents the schedule from over utilizing the ad
hoc network, which leads to network congestion. For the
cellular network, we divide the amount of traffic over the
cellular network to mobile device u by the cellular capacity
for the air-time �u, and stop scheduling units over the
cellular network once

PU
u¼1 �u � �.

During the iteration, we accumulate the required ad hoc
capacity ~cu;v for each ad hoc link by the ratio between the
total transmission unit size sent over link u� v during DW 0

secs and DW 0. Upon getting demand capacity ĉu;v, we
compute the maximum ad hoc network capacity by solving
a Linear Program:

max
X

1�q�Q̂

X
��u;v2Iq

cu;v�q ð7aÞ

s:t:
XQ̂
q¼1

�q � 1; ð7bÞ

cu;v
X

1�q�Q̂;��u;v2Iq

�q � ĉu;v: ð7cÞ

This formulation maximizes the total ad hoc capacity in
(7a), while guaranteeing the demand capacity is met in
constraint in (7c). Formulation in (7) can be efficiently
solved by LP solvers. Let ��q (1 � q � Q̂) be the optimum air-
time allocation, we compute the optimum effective ad hoc
link capacity between mobile device u and v as

c�u;v ¼ cu;v
X

1�q�Q̂;��u;v2Iq

��q : ð8Þ

We next traverse through the precedence list, and we go
through the transmission units of different videos on the
descending order of the ratio of quality improvement and
transmission unit size. We consider the transmission units
with higher ratios earlier to achieve higher quality
improvement under the same link capacity. Next, for each
transmission unit, we sort the mobile devices that already
hold that transmission unit on the numbers of descendants
on their breadth-first trees. We iterate through these mobile
devices, and schedule the transmission unit as long as the
remaining link capacity permits. We stop once the current
transmission unit is distributed to all mobile devices. If the
transmission unit cannot be received by some mobile
devices, we instruct the base station to transmit the unit
to these devices over the cellular network. The algorithm
stops upon both maximum ad hoc link capacity and cellular
data air-time allocation � are saturated.

The next lemma shows that the MTS algorithm runs in
polynomial time.

Lemma 2 (Complexity of MTS Algorithm). The MTS
algorithm runs in polynomial time in the worst-case, if the
formulation in (7) is solved by a polynomial time LP solver.
For example, with Karmarkar’s interior point method [32], the
MTS algorithm has a time complexity of O½Q̂5:5E2 þ
WLKUE2�, where E ¼ Ej j is the number of edges in the
network graph.

4.3 A Tree-Based Heuristic Algorithm: THS

Both POPT and MTS algorithms employ optimization
problem solvers. Although commercial and open-source
solvers are available, these solvers might lead to long
running time in the worst-case scenarios. Hence, we next
propose a greedy scheduling algorithm that does not rely
on any solvers. We call it Tree-Based Heuristic Scheduling
(THS) algorithm, and it works as follows: We first sort all
the transmission units in the W -segment scheduling
window in descending order of importance, by layer,
segment, and video. We then go through these WL units,
and sequentially schedule the transmissions to all mobile
devices. For each transmission unit, we first consider
dissemination over the ad hoc network. If the ad hoc
network cannot deliver this unit to all mobile devices in
time, we fall back to the cellular network. The scheduler
sends the unit to a device with highest cellular data rate
among those which have not received the unit. The unit is
further relayed by the device through the ad hoc network.
THS handles ad hoc interference similarly to MTS,
i.e., using (6). The algorithm stops when (6) does not hold
and the cellular air-time is saturated.

We give the pseudocode of THS in Fig. 5. Lines 3-30 iterate
each unit in the sorted list of units in the scheduling window,
and make sure that all devices will receive the unit if they
have not received it yet. Lines 5-16 schedule transmissions
over the ad hoc network. More specifically, if there are
mobile nodes owning unit tk;s;l in their buffer, the scheduler
will request them to transmit the unit to other mobile devices
over breadth-first ad hoc trees rooted at themselves.
Function findRoots(tk;s;l) returns a list of devices already
having unit tk;s;l. Function getRootWithLargestTree(rootSet,
tk;s;l) returns a root in rootSet whose number of descendants is
the largest. Function isFeasible(s; r; tk;s;l) checks if sending
unit tk;s;l from sender s to receiver r exceeds ad hoc network
capacity using the interference control method based on the
inequation in (6). Function getDevicesWithoutUnit(tk;s;l) re-
turns a list of devices that have not received or been
scheduled to receive unit tk;s;l yet. Lines 17-29 schedule
transmissions over the cellular network. The cellular net-
work is employed only when the ad hoc network cannot
deliver units. The mobile device with the highest cellular
data rate will be chosen as a gateway if it has not received the
transmission unit. This gateway then forms a breadth-first
ad hoc tree rooted at itself to forward the transmission units
to all descendants.

The next lemma reports the complexity of THS. Compared
to the MTS algorithm, THS has a smaller time complexity.

Lemma 3 (Complexity of THS Algorithm). Assuming H is a
small constant, the THS algorithm given in Fig. 5 has a time
complexity of O½WLKU2E�, where E ¼ Ej j is the number of
edges in the network graph.
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5 SIMULATION-BASED EVALUATION

We conduct extensive packet-level simulations to evaluate
our proposed algorithms in this section.

5.1 Settings

We employ a well-known network simulator, Qualnet 5.0
[33]. We emphasize that Qualnet captures many more
details in a hybrid cellular and ad hoc network, and
provides simulator results closer to real life, compared to
the flow-based simulations used in our earlier work [17].
We implement all the proposed scheduling algorithms in
the simulator. Some algorithms use an optimization solver,
CPLEX [34], to solve the MILP and LP problems.
Specifically, whenever an optimization problem needs to
be solved, we pause Qualnet temporarily and call CPLEX.
Once CPLEX completes, we resume Qualnet. That is, we
ignore the impact of the algorithms’ running time on the
video streaming performance. The goal here is to use POPT
as a benchmark to evaluate the performance of MTS and
THS. In practical systems, such as the testbed implementa-
tion presented in Section 6, we do not pause the
dissemination system.

For comparisons, we also implement a cellular only
optimal scheduler, which is referred to as Current* in the
figures. We emphasize that Current* is not a naive
algorithm. Rather, it achieves optimal streaming quality
without leveraging on the auxiliary ad hoc network.

In our simulations, we employ WiMAX to establish
connections between base station and mobile devices, and
use IEEE 802.11b to form an ad hoc network. WiMAX
supports a peak bit rate of 1.2 Mbps, while the maximum
data rate of 802.11b is 6 Mbps. Mobile devices are randomly
placed in a network with a terrain of 1;000	 1; 000 m2. We
vary the number of mobile devices U ¼ 10; 20; 30; 40; 50;
60; 70 watching live videos. WiMAX is configured so that
the base station can reach all mobile devices and vice versa
while 802.11 range is set to be 200 m. We employ the Two-
Ray propagation model [35] in the simulations. UDP is used
as the underlying transport protocol. We use the Random
Waypoint model [36] to simulate mobile device mobility.
By default, maximum speed is 2 m/s with 60 second pause
time, unless it is otherwise specified. The cellular network
reserves air-time fraction � ¼ 0:75 for data traffic. Max-
imum hop count H is set to be 3 by default. All the
experiments are run on a Linux workstation with a dual-
core AMD 2.2 GHz CPU and 8 GB RAM.

We adopt the video traces of H.264/SVC layered videos
from an online video library [37]. The mean bit rate and
average video quality for each layer of the considered
videos are given in Table 2. In this paper, we report sample
simulation results of distributing Crew. However, the
proposed formulation and solutions are general and also
work for the scenarios where mobile devices watch
different videos. The video is divided into D ¼ 2 sec
segments. Each simulation lasts for 90 secs, so the number
of segments streamed is 45. We let W ¼ 6 and W 0 ¼W=2 if
not otherwise specified. We assume an initial buffering time
of 3 secs when determining whether a transmission unit
misses its playback deadline.

We consider the following performance metrics:

. PSNR: received video quality in dB.

. Running time: the time an algorithm takes to solve a
scheduling problem.

. Transmitted data amount: the total traffic amount in
each simulation.

. Decodable segment ratio: the ratio of the number of
received segments with at least the base-layer over
the total number of segments in the video.

. Delivery ratio: the ratio of the number of units
successfully delivered to mobile devices before dead-
line over the number of units scheduled for streaming.

5.2 Simulation Results

Performance Improvement. We investigate the performance
improvement achieved by the hybrid network compared to
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the cellular-only network with varied number of mobile
devices U . Fig. 6a shows with 95 percent confidence
intervals that, for a PSNR requirement of 30 dB, the Current*
scheduler can only support 10 mobile devices. POPT, MTS,
and THS algorithms all achieve that quality with any
investigated number of mobile devices. Note that these
schedulers provide an advantage over Current*—mobile
devices receive almost equally—good PSNR. That is, the
longest range of 95 percent confidential interval achieved by
POPT, MTS, and THS is merely 0.30 dB, while Current*
suffers from a much larger range of up to 3.78 dB.

As shown in Fig. 6a, POPT achieves the highest PSNR,
but we have to stop at U ¼ 40 because it takes prohibitively
long time when solving a problem with more mobile
devices. We plot the average running time of different
algorithms in Fig. 6b, which shows that it took more than
1 hour on average for POPT to come up with a schedule for
40 device networks. We observe that two algorithms, MTS
and THS, achieve similar PSNR, at most 2 dB lower than
POPT. Fig. 6b indicates that MTS is more efficient than
POPT, but MTS’ running time still increases prohibitively
with the increase of device density. With a 70-device
network, MTS takes more than half an hour to generate a
schedule. In contrast, the THS algorithm always terminates
in very short time under any number of devices. This shows
that the THS algorithm achieves a good tradeoff between
complexity and solution quality. Because MTS and THS
achieve similar PSNR, but THS runs faster than MTS, we do
not consider MTS in the remaining comparisons.

To have a deeper look at how much the ad hoc network
contributes to the success of the proposed systems, we show
the transmitted data amount due to video streaming in
Fig. 6c. The amount of data transmitted through the cellular
network by Current* is less than 10 MB regardless to the
increasing number of devices. This is because the cellular

network’s resources are used up. With a 70-device network,
the achieved PSNR of THS is 20+ dB higher than that of
Current* because the data amount THS transmits in the
hybrid network is more than 90 MB. This clearly shows the
benefit of forming a hybrid network.

Next, we plot the decodable segment ratio in Fig. 6d.
This figure shows that the fraction of decodable segments
with Current* decreases from 99 (20 devices) to 83 percent
(30 devices), and eventually to 42 percent (70 devices). This
reveals that without ad hoc networks, the cellular only
network cannot even deliver the base layer units to all
mobile devices, once the network is larger than 20 devices.

Fig. 6e plots the delivery ratio with different scheduling
algorithms. During streaming, units scheduled for trans-
mission are lost due to packet loss and missed deadline. It is
observed that the schedulers employing hybrid networks
lose more transmission units. There are two reasons: 1) the
ad hoc network is more vulnerable for packet loss due to
interference and mobility, 2) with the schedulers employing
the hybrid network, the average number of hops per unit is
higher, which contributes a higher probability of the unit
loss. Nonetheless, because ad hoc networks provide
additional network capacity, after accounting for these lost
units, POPT and THS algorithms still outperform Current*,
both in terms of average video quality and quality variation
among mobile devices, as shown in Fig. 6a.

Summarizing, the THS algorithm achieves almost-optimal
video quality and terminates in real time. Therefore, we no
longer present the results of Current* and POPT in the rest of
this section.

Mobility and Window Size. We first investigate the
performance of the system with varied device speed when
W and W0 are set to 6 and 3, respectively. The number of
devices investigated is varied among: 30, 50, and 70. Fig. 7
shows that with W ¼ 6 and W 0 ¼ 3, the PSNR achieved by
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the THS algorithm does not drop significantly when the
nodes move faster. Its PSNR drops only 0.5 dB when the
nodes’ speed increases from 2 to 22 m/s. We attribute this
merit to a short time period between two consecutive
scheduling times (6 secs). This short time period allows the
THS algorithm to adapt to the dynamic network conditions,
and the ad hoc links are likely to remain connected.

Next, we evaluate the impact of W and W0 on the
performance of 50-device networks. Table 3 presents PSNR
of different W and W0 values. With W ¼ 1 and W0 ¼ 1,
each segment is considered for scheduling one time, but
the scheduling duration is very short, just 2 secs. Thus, its
PSNR does not drop much as mobility speed increases.
However, its PSNR is lower than that of W ¼ 12 and W0 ¼
6 at low speeds. For example, at 2 m/s, PSNR is 30.67 dB
with W ¼ 1 and W0 ¼ 1, while it is 31.96 dB with W ¼ 12
and W0 ¼ 6. With W ¼ 12 and W0 ¼ 6, the streaming
system suffers from a sharper PSNR drop at high mobility
due to the longer scheduling duration. This table shows the
importance of selecting W and W 0 values. Based on the
experimental results, we recommend the users to select
W > W 0, which helps the system adapt to dynamic net-
work conditions better because every unit may be
considered several times. In low-mobility scenarios, we
recommend larger W and W 0 for lower update overhead.
In high-mobility scenarios, we recommend smaller W and
W 0 so that the scheduler is more aware of the current
network conditions.

Maximum Hop Count. We study the implication of
maximum hop count H. We plot the video quality in
Fig. 8, which shows that the best H value is 4 for U ¼ 30 and
U ¼ 50, and is 3 for U ¼ 70. With a small H, the scheduling
algorithms only consider short dissemination paths in the ad
hoc network, and may underutilize the network resources.
With a large H, the scheduling algorithms consider to use
long dissemination paths, which increases not only the
utilization of the ad hoc network, but also the probability of
packet loss due to interference and user mobility. This figure
sheds some lights on goodH values in a hybrid network. We
recommend H values between 2 and 4.

6 TESTBED EXPERIMENTS

We next report the experimental results gathered from
a real testbed. We implement a Linux streaming server on a
2-GHz Pentium IV machine with 1-GB RAM. The server
connects to the Internet via a Fast Ethernet link. We also
implement a streaming client on Android, and deploy it on
five Android smartphones. This testbed is located at the
University of California Irvine campus. The smartphones
connect to the streaming server over T-Mobile 3G network,
and are equipped with GPS readers. In our testbed, we
adopt a location-based interference control method inspired
by Evensen et al. [38]. More precisely, a history database
containing data rates at locations on our campus is built up
at the streaming server. We employ the same videos used in
Section 5 (see Table 2). The server follows the traces to
generate UDP packets. We stream a video in each
experiment, but our testbed is general and can handle
multiple videos concurrently. Each video is split into 2 sec
segments, each segment is encoded into four layers. We use
W ¼ 10 and W 0 ¼W=2. The initial buffering time is 5 sec.
We consider the following metrics:

. PSNR: video quality in dB. We consider two PSNR
metrics in this section. Expected PSNR indicates the
video quality scheduled to be received at mobile
devices by the scheduler. Received PSNR indicates
the video quality achieved at mobile devices after
transmissions. If not explicitly specified, by PSNR,
we refer to received PSNR.

. Decodable segment ratio: see Section 5.1.

. Delivery ratio: see Section 5.1.

. Delay: the average time duration for a unit to be
delivered from the streaming server to mobile device.

We first report the performance of the proposed THS
algorithm. Fig. 9a shows the average PSNR. In this figure,
Current*, and Current*_S refer to the received and expected
PSNR values over the cellular-only network, respectively.
Moreover, THS and THS_S are the received and expected
PSNR values of the THS algorithm, respectively. With both
videos, the hybrid network outperforms the cellular net-
work. The gap between THS and Current* when streaming
Crew (8.6 dB) is higher than that of Star War (4.5 dB) because
Crew has a higher bit rate. This shows that the ad hoc
network significantly improves the video streaming quality,
compared to cellular-only networks. Fig. 9b partially
explains why the cellular network suffers from such a low
PSNR when streaming Crew: there are only 93 percent of
decodable segments. Fig. 9c depicts the delivery ratios in
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both networks when streaming videos. The number of

received units in the hybrid network is higher because WiFi

links have much higher bandwidth than cellular links. This

observation also explains lower delays in the hybrid

network shown in Fig. 9d.
We next compare THS against POPT algorithm. In our

experiments, POPT runs on average 1.22 secs to generate a

schedule. In contrast, THS runs in less than 100 msecs, i.e., in

real time. Table 4 shows the PSNR, decodable segment ratio,

and delivery ratio when streaming Crew over the hybrid

network. Results from Star War show similar trends. This

table reveals that although POPT tries to optimize the

received PSNR at all receivers, it results in lower PSNR. This

is because POPT has a much longer running time and, thus,

cannot keep up with real-time transmissions.
The experimental results from the actual testbed confirm

the observations we made in Qualnet simulations: the THS

algorithm clearly outperforms the Current* algorithm.

Furthermore, the THS algorithm may outperform POPT in

real systems, which can be attributed to the long running

time of the POPT algorithm. This demonstrates that the THS

algorithm is practical and efficient.

7 CONCLUSION

We studied the problem of optimally leveraging an

auxiliary ad hoc network to boost the overall video quality

of mobile users in a cellular network. We formulated this

problem as an MILP problem to jointly solve the gateway

selection, ad hoc routing, and video adaptation problems

for a global optimum schedule. We proposed three

algorithms: 1) an MILP-based algorithm, POPT, 2) an LP-

based algorithm, MTS, and 3) a greedy algorithm, THS. Via

packet-level simulations, we found that neither POPT nor

MTS scale to large hybrid networks. This is because they

both employ numerical methods to solve optimization

problems. Therefore, we recommend the THS algorithm,

which terminates in real time even when there are 70+

mobile devices in the hybrid network.

The simulation results indicate that the THS algorithm
not only runs fast, but also achieves overall video quality
close to the optimum: at most 2 dB difference is observed,
compared to the POPT algorithm. In contrast, optimum
schedules over the cellular network achieves much lower
video quality compared to POPT: more than 15 dB
difference is observed. We also validated the practicality
and efficiency of the THS algorithm using a real testbed in a
live cellular network. The experimental results confirm that
the THS algorithm result in high video quality. Moreover,
the THS algorithm could outperform the POPT algorithm in
real systems. This is because although POPT could generate
optimal schedules, its high running time may lead to many
late segments, which in turn render inferior video quality.

We believe that massive delivery of rich information is
useful in a range of mission critical scenarios such as
military command-and-control and emergency response
applications where existing infrastructure may be damaged,
inaccessible, or overloaded. For example, customized
notifications in emergency alerting situations will make it
possible for users to receive rich alerts (such as evacuation
maps and traffic routes) based on their current context for a
more effective response. The ability to combine multiple
infrastructure and ad hoc connections to achieve faster and
improved information exchange on a societal scale, as
demonstrated in this paper, is key to enabling richer mobile
applications for the future.
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