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Software: Stan, EdwardÉ
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Black Box Variational Inference
Latent variable for which we want posterior
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Monte Carlo Expectation 
(relieves conjugacy constraints)

Stochastic Gradient Variational Bayes (SGVB) Estimator:

Variational posterior is a 
globally-parametrized model 

(ÔamortizedÕ approach)

Gradients can be taken through MC samples into zÕs 
parameters via a non-centered representation

(Kingma & Welling, ICLR 2014;  Rezende et al, ICML 2014)
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SGVB for Stick-Breaking Processes
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Black-Boxing Bayesian Nonparametrics

Can we use SGVB for the GEM component of 
stick-breaking priors?

Two Requirements:
1.  Need to take gradients through        into the var. parameters
2.  Analytical KL divergence with Beta    (not strict, could try MC approx.)
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Obstacle: The Beta distribution does not 
have a non-centered parametrization 
(except in special cases)

Kumaraswamy Distribution: A Beta-like 
distribution with a closed-form inverse 
CDF.  Use as variational posterior.

Poondi Kumaraswamy 
(1930-1988)



2.  KL Divergence 



Application to Deep Generative Models
*Applicable to just about every VAE-based 
model, including the Neural Statistician



Variational Autoencoder 

Gaussian Sample

(Kingma & Welling, ICLR 2014)



Stick-Breaking Variational Autoencoder 

Kumaraswamy Samples

Truncated posterior; 
not necessary but learns faster 



Quantitative Results
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MNIST: Dirichlet Process 
Latent Space (t-SNE)

MNIST:  Gaussian 
Latent Space (t-SNE)

MNIST: kNN ClassiÞer on Latent Space

Nonparametric version of (Kingma et al., NIPS 2014)Õs M2 model



Samples from Generative Model

Stick-Breaking VAE Gaussian VAE

50 dimensions, N(0,1) PriorTruncation level of 50 dimensions, Beta(1,5) Prior 



Thank you.  Questions?

Theano code at: github.com/enalisnick/stick-breaking_dgms

Full paper at: arxiv.org/abs/1605.06197
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