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Ø Motivations

Ø Methodology
v Sparse probability: When the student learns from the sparse probabilities 𝒑!~𝑻(𝒌), the KL

divergence in knowledge distillation and loss funcation are rewritten as:

Compared with learning from the hard label, the studentmodel cannot identify the
difference between categories within the subset 𝑴 and undoubtedly give a wrong prediction.

v Stingy teacher: We propose a new method that directly manipulates the output logits of any
pre-trained model to achieve the effect of the nasty teacher, named Stingy teacher. The logit
still maintains the similarity structure among categories, but it is “stingy” as it only provides
the information of a few categories.

v Implementation: Given the logits 𝒛𝒌𝑻 from the pre-trained model, the stingy logit 𝒛𝒊𝑺𝑻 still
keep the value 𝒛𝒌𝑻 if 𝒌 is in the top-N subset 𝑴𝑺𝑻. Otherwise, it is set to negative infinity.
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v To solve the problem of intellectual properties (IPs) leakage caused by knowledge
distillation, Nasty Teacher[1] retrains a new model and distorting its output distribution from
the normal one via an adversarial loss. However, it is unclear why the distorted distribution
is catastrophic to the student model, as the nasty logits still maintain the correct labels.

Ø Results
v Standard KD

v Data-Free KD

v Comparison of KD from three types of logits: the “stingy-sparse”, the “stingy-
smooth”, and the “reversed logits”. Experiments are conducted on CIFAR-100.
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Code is available


