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❖Methodology

• Head mesh reconstruction:  
• pre-trained DECA [2] & deformation model [1] (optional) 
• source identity & driven expressions & pose 

• Vertex-feature transformer: 
• pixel-aligned features may lead to misleading feature for 

invisible/occluded 3D points 
• vertex token + image token 

• Neural vertex rendering:  
• project vertices and corresponding feature descriptors 

onto the vertex feature image  and depth image   
• Neural render: 

PF PD
̂I = 𝒢(PF, PD)

• Quantitative results on talking face synthesis

• Qualitative results

self-reenactment cross-reenactment

3DMM-based face animation with novel views, identity, and expressions
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• Neural head avatar 
• require video inputs or multi-view images 
• subject-specific 

• Mesh-guided one-shot face reenactment 
• warp-based: only work for a limited range of head pose 
• graphics-based: tedious differentiable rendering

❖ Drawbacks of current methods

CVTHead: efficient and controllable head avatar generation from a 
single image with point-based neural rendering


