Diagnostics in R 

First, let’s assume we have the data set previously named Data from Problem 1.19, with explanatory variable ACT and response variable GPA.  Assume further that you have fit a linear model to the data, and that the model is named College.  Once you have fit a linear model, the residuals ei  and the fitted values Ŷ are stored in the model.  You can view them by giving the R commands 

> College$residuals


and
 

> College$fitted.values

It’s convenient to add them to the data set as additional variables (In fact, you will have to do so in order to conduct the Brown-Forsythe test discussed below).  To do this, you would use the command:

> Data <- cbind(Data, College$fitted.values, College$residuals)

Then when you view Data you will see the additional columns.  To trim down the titles of the added columns, you could type:

> names(Data)[3:4] <- c("fitted.values", "residuals")

To prepare a stem-and-leaf plot of the residuals, which are now a column in the table Data, use the R command:

> stem(Data$residuals, scale=2)

The stem-and-leaf plot of the residuals will appear in the R console.  You can’t save it individually, but you could either copy-and-paste it or copy it by hand.

To prepare a boxplot of the residuals, use the R command:

> boxplot(Data$residuals, ylab="residuals", pch=19)

This plot will appear in the graphics device, so you can save it.  Likewise, to obtain a histogram of the residuals, use
> hist(Data$residuals, ylab="residuals")
To prepare an index (time sequence) plot of the residuals, use the commands:

> plot(Data$residuals, type="p", main="Index Plot", ylab="Residuals", pch=19)

> abline(h=0)

The plot appears in R in the graphics device.

To plot the residuals against the predictor ACT, you can use the command:

> plot(Data$ACT, Data$residuals, main="Residuals vs. Predictor", xlab="ACT Test Score", ylab="Residuals", pch=19)

The plot will appear in the R interface on the graphics device.  Refer back to the handout “Making a Scatterplot in R” regarding adding titles to your plot.  
To put a horizontal line on the plot through the origin, add the command

> abline(h=0)

You would follow a similar procedure to plot the residuals against the fitted values.  Just replace Data$ACT with Data$fitted.values in the plot() command, and change the value of xlab to "Fitted Values".  You can save either of these plots.

To prepare a normal probability plot of the residuals, you have two options.   The first is to use the R commands:

> qqnorm(Data$residuals, main="Normal Probability Plot", pch=19)

and 

> qqline(Data$residuals)

(If you did not already save the residuals in Data, use College$residuals instead.) The normal probability plot of the residuals will appear in the R graphics device, along with a line through the first and third quartiles.

 A second option is to use the commands:

> library(car)

> qq.plot(Data$residuals, dist= "norm", col=palette()[1], ylab="Residual Quantiles", main="Normal Probability Plot", pch=19)
The first command loads a needed package.  If this package has not already been installed, you will have to install it.  You get the plot in the graphics device, along with a line through the first and third quartiles, and an envelope of the tolerable range for the points.  This enables you to see outliers easily.  You can save either of these plots.

Stat 110-201 – We did not cover the material below.
To obtain the correlation between the ordered residuals and their expected values under normality, so that you can determine whether the residuals are normally distributed, you will need to carefully follow these steps:

1. Type

> StdErr = summary(College)$sigma

but use the name of your model in place of College.  

2. Type  

> n = 120

but use the size of your data set instead of 120. 

3. Type

> ExpVals = sapply(1:n, function(k) StdErr * qnorm((k-.375)/(n+.25)))

exactly as it appears.

4. Finally, , type

> cor(ExpVals,sort(College$residuals))

but use the name of your model in place of College.

R will return the desired correlation, which you can then compare to the critical values in Table B.6, p.1329 of the text.    To conclude at the  α level that the residuals are normally distributed, the correlation must exceed the corresponding critical value.  In this example we obtain a correlation of  0.9737275.  However, the table covers values of n only up through n = 100, while we have n = 120.  But since the smallest critical value at n = 100 is 0.979 at α = 0.005, and the critical values get larger as n gets larger, we conclude that we would not reject the null hypothesis that the residuals are not normally distributed even at the 0.005 level, since our correlation is smaller than 0.979.

To conduct the Breusch-Pagan test for constancy of error variance (assuming the residuals are independent and normally distributed), use the commands:

> library(lmtest)

> bptest(College, studentize=FALSE, data=Data)

using the names of your model and your data table.  R returns the value of the test statistic BP and the P-value for the test.  If and only if the P-value is below your α-level, you will reject H0 and conclude that the error variance is not constant.

To conduct the Brown-Forsythe Test for constancy of error variance, there is no built-in R function, so carefully follow the following steps to obtain the Brown-Forsythe test statictic t*BF:
If you have not already done so, you must add the residuals as an additional column to your original data table, as described at the beginning of this document.
1. Break the residuals into two groups based on the corresponding values of the predictor.  Suppose you decide to split the residuals based on whether the ACT score is below 26 or at/above 26 (same as being above 25).  The R commands are:
> Group1 <- Data[which(Data$ACT < 26),"residuals"]
> Group2 <- Data[which(Data$ACT > 25),"residuals"]
Of course, you should use the name of your data table in place of Data, use the name of your predictor in place of ACT, and adjust the numbers to correspond with your data based on how you decide to split the residuals into the two groups.  This also assumes you have the named the column of residuals in your data table "residuals."
2. Obtain the median of each group, using the commands:

> M1 <- median(Group1)

> M2 <- median(Group2)
3. Obtain the mean absolute deviation for each group, using the commands:

> D1 <- sum( abs( Group1 - M1 )) / length(Group1)

> D2 <- sum( abs( Group2 - M2 )) / length(Group2)

4. Calculate the pooled standard error, using the command:

> s <- sqrt( ( sum( ( abs(Group1 - M1) - D1 )^2 ) + sum( ( abs(Group2 - M2) - D2 )^2 ) ) / 118 )

But in place of 118, use the value of n – 2 corresponding to your data.

5. Finally, calculate the absolute value of the Brown-Forsythe test statistic, using the command:

> t <- abs(( D1 - D2 ) / ( s * sqrt( 1/length(Group1) + 1/length(Group2) ) ))
Once you obtain this value, you can compare it to the critical value for any given ( level to determine whether or not to conclude H0: the error variance is constant, or you can find its P-value.  For n = 120 and ( = 0.05, the critical value can be found by typing:

> qt( 0.975, 118 )

If and only if t is larger than this critical value, conclude that the error variance is not constant.  The P-value can be found by typing:

> pt( t, 118, lower.tail=FALSE)

If and only if this P-value is smaller than your (-level, conclude that the error variance is not constant.  
