Conducting a Lack of Fit Test
Assume you have the data set named Data from Problem 1.19, with explanatory variable named ACT and response variable named GPA.  Assume further that you have fit a linear model to the data, and that the model is named College.   For the lack of fit test, this will be the reduced model.  To obtain the full model, in R you can type:
> Full <- lm( GPA ~ 0 + as.factor(ACT), data = Data )

but use the names of your data set, explanatory variable and response variable.  Keep in mind that this will only work if there are values of the predictor which occur more than once.
Now to obtain the ANOVA table for comparing the two models, you type:

> anova( College,  Full )

but use the name of your original model in place of College.  The ANOVA table will look like:
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This table shows SSE = 45.818 with 118 degrees of freedom, SSPE = 39.332 with 99 degrees of freedom, SSLF = 6.486 with 19 degrees of freedom, and F*LF = MSLF / MSPE = 0.8592 with a P-value of 0.6324.  Since we have a very large P-value, we will not reject 

H0 : the linear model is a good fit to the data
at any reasonable level.  The critical value at the α = 0.05  level can, of course, be found by typing (in this example):

> qf(0.95,19,99)

which returns a value of 1.692565, well above the value of our test statistic.
