Simple Linear Regression in R 

In order to do simple linear regression in R, you must first have a data table stored in R.  Suppose the data for Problem 19 of Chapter One has been stored in an R object named Data which has two columns, the first column named GPA and the second column named ACT.  You want to run a linear model with ACT as the predictor (explanatory) variable and GPA as the response variable.  You should give an appropriate name to the linear model.  For instance, suppose you want to name the linear model College.  The corresponding R command is:

> College <- lm( GPA ~ ACT, data=Data)

To view the output of this linear model, you would give the R command:

> summary(College)

This produces the following result:
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In the summary you will see summary statistics about the residuals, followed by the estimated regression coefficients (intercept and slope), their standard errors, t-values, and P-values.  The significance codes indicate how small the P-values are.  Then you have values for residual standard error (which is the square root of the MSE, and is an estimate of σ) and its degrees of freedom, R2, Radj2 and the F statistic.  For chapter one you only need the regression coefficients and the MSE with its degrees of freedom.

To obtain an ANOVA table for this linear model, you would give the command:

> anova(College)

This will produce an ANOVA table:
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Residual standard error:

Residuals:
Hin 10 Median 30 Hax
-2.74004 -0.33827 0.04062 0.44064 1.22737
Coefficients:
Estimate Std. Error t value Pr(>|t|
(Intercept] 2.11405  0.32089  6.588 1.30e-08 *v+
acT 0.03883  0.01277 3.040 0.00232 %
Signif. codes: 0 '¥FA 0.001 ‘¥R 0.01 ‘¥ 0.05 ‘.0 0.1 1

0.6231 on 118 degrees of freedom

Mulviple R-Squared: 0.07262,  hdjusted R-squared: 0.06476
F-statistic: 9.24 on 1 and 118 DF, p-value: 0.002817
> anova(College)
inalysis of Variance Table
Response: GPA
DE Swn Sq Mean Sq F value  Pr(>F]
acT 1 3.588  3.588 9.2402 0.002817 **
Residuals 118 45.518  0.388
Signif. codes: 0 'TFF 0,001 'FT 0.01 %' 0.05 1.0 0.1 0 1
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This table gives in its first row the degrees of freedom for regression, the regression sum of squares (SSR), the mean square regression (MSR),  the value of the F statistic, and its associated P-value.  In its second row it gives the error degrees of freedom, the error sum of squares (SSE), and the mean square error (MSE).  The table does not give the total sum of squares (SSTO) nor its degrees of freedom, but these are easy to find and rarely needed.

If you want to display the vector of the fitted values (the point estimates of the expected response value for each value of the explanatory variable) for this model, you would give the R command:

> College$fitted.values
Similarly, if you want to display  the vector of the residuals (the differences between observed and expected values of the response variable) for this model, you would give the command:

> College$residuals

To display the vector of coefficients for the estimated regression function, you would give the command:

> College$coefficients
In R, if you want to refer to the ith component of a vector, you use square brackets.  For example, to display just the second component of the coefficient vector, which is the slope of the estimated regression function, you would type:

> College$coefficients[2]
