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Perceptual Invariance of Nonlinear Focus+Context Transformations
Keith Lau ∗ Ronald A. Rensink Tamara Munzner

University of British Columbia

Abstract

Focus+Context techniques are commonly used in visualization sys-
tems to simultaneously provide both the details and the context of a
particular dataset. This paper proposes a new methodology to em-
pirically investigate the effect of various Focus+Context transfor-
mations on human perception. This methodology is based on the
shaker paradigm, which tests performance for a visual task on an
image that is rapidly alternated with a transformed version of itself.
An important aspect of this technique is that it can determine two
different kinds of perceptual cost: (i) the effect on the perception
of a static transformed image, and (ii) the effect of the dynamics
of the transformation itself. This technique has been successfully
applied to determine the extent to which human perception is in-
variant to scaling and rotation [Rensink 2004]. In this paper, we
extend this approach to examine nonlinear fisheye transformations
of the type typically used in a Focus+Context system. We show that
there exists a no-cost zone where performance is unaffected by an
abrupt, noticeable fisheye transformation, and that its extent can be
determined. The lack of perceptual cost in regards to these sudden
changes contradicts the belief that they are necessarily detrimental
to performance, and suggests that smoothly animated transforma-
tions between visual states are not always necessary. We show that
this technique also can map out low-cost zones where transforma-
tions result in only a slight degradation of performance. Finally,
we show that rectangular grids have no positive effect on perfor-
mance, acting only as a form of visual clutter. These results there-
fore demonstrate that the perceptual costs of nonlinear transforma-
tions can be successfully quantified. Interestingly, they show that
some kinds of sudden transformation can be experienced with min-
imal or no perceptual cost. This contradicts the belief that sudden
changes are necessarily detrimental to performance, and suggests
that smoothly animated transformations between visual states are
not always necessary.

CR Categories: H.1.2 [Models and Principles]: User/Machine
Systems—Human information processing H.5.2 [Information Inter-
faces and Presentation]: User Interfaces—Evaluation/methodology

Keywords: information visualization, visual search, fisheye trans-
formations, Focus+Context, visual representation

1 Introduction

One of the major challenges in the field of information visualiza-
tion is to keep users from getting lost when navigating through vi-
sual representations of large complex datasets. Many visualization
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systems use Focus+Context techniques, in which a nonlinear trans-
formation is applied to the image to provide both the focus and the
context in one integrated image [Furnas 1986; Leung and Apperley
1994; Munzner et al. 2003]. Another definition from Keahey char-
acterizes these transformations as “non-occluding, in-place magni-
fication which preserves a view of the global context” [1997].

The literature on evaluating the efficacy of Focus+Context inter-
faces contains mixed results. Studies have shown that fisheye or
other distortion approaches are beneficial for tasks such as inter-
action [Gutwin and Skopik 2003], navigation [Gutwin and Fedak
2004b; Risden et al. 2000; Schaffer et al. 1996], and even calen-
dar use [Bederson et al. 2004]. However, other studies found that
distortion can impair performance for tasks such as layout [Gutwin
and Fedak 2004a] and scanning large local areas [Kobsa 2003]. The
costs of Focus+Context interfaces have not yet been quantified, and
their effect on visual perception is of particular interest. As such, it
is difficult to determine what kinds of difficulties may be incurred
by the use of such systems, and what particular kinds of transfor-
mations might minimize such difficulties.

In this paper, we propose a way of quantifying the perceptual
cost of nonlinear transformations of the type generally used in Fo-
cus+Context systems. We show that the shaker paradigm [Rensink
2004] can be adapted to measure the perceptual cost of these trans-
formations, both in terms of their static aspects – the perception of
the static transformed image – and their dynamic aspects – the ef-
fort of shifting from an old visual representation to a new one. We
examine the way that these costs vary with the degree of transfor-
mation applied, and determine whether adding visual cues, like grid
lines, to the background has any effect on the task.

1.1 Focus+Context Systems

A common problem in the exploration of large datasets via a single
window is that, due to the lack of explicit information about any-
thing else other than what is currently on the screen, focusing on a
particular portion of the dataset leads to a loss of context. Further-
more, the cognitive overhead of maintaining a mental model of nav-
igation history is high [Zhang 1991]. Without any additional aid,
people must often backtrack to remember where they have been.

One popular approach is to provide an small overview window that
always shows the current location relative to the overall view, as
evaluated by Hornbaek et al [2002]. This approach works by ex-
plicitly providing the context and reducing the cognitive load of the
user. However, one disadvantage is that switching between the two
views might be quite distracting for the mind, as the user constantly
tries to relate the small overview window with the main one. In
addition, since this approach provides no support for navigational
history, the solution of creating a single integrated Focus+Context
view showing the details surrounded by context is appealing. If
done correctly, the complete context could be preserved, without
the need for supporting features such as animated transitions or
multiple views.

The risk of this approach is that a distortion that is too ex-
treme would render the neighbouring context unrecognizable.
Nonetheless, this method of nonlinear image transformation has



Figure 1: Example of radial fisheye transformation, courtesy of T.
Alan Keahey [Keahey and Robertson 1996].

been researched extensively under various names, including: Fo-
cus+Context [Rao and Card 1994], fisheye views [Furnas 1986;
Sarkar and Brown 1994] distortion-oriented presentation tech-
niques [Leung and Apperley 1994], nonlinear distortion [Keahey
and Robertson 1997], pliable surfaces [Carpendale et al. 1995],
and elastic presentation spaces [Carpendale and Montagnese 2001].
Figure 1 shows an example of a radial fisheye transformation. Hy-
perbolic tree and graph browsers [Lamping et al. 1995; Munzner
1997] are examples that use a nonlinear transformation variant
that has a single radial focus, magnifying the node of interest and
shrinking other nodes of the tree. The metaphor of a stretchable
rubber sheet with a rectangular lens used for distortion was intro-
duced by Sarkar et al [1993]. This approach has been used in many
systems, ranging from the early Document Lens [Robertson and
Mackinlay 1993] to the recent TreeJuxtaposer system for fast struc-
tural comparison of large trees [Munzner et al. 2003].

While systems employing nonlinear transformations are often an
appropriate solution for this problem, several key issues remain un-
resolved. We would like to understand what kinds of perceptual
costs are incurred by both static and dynamic perception of transfor-
mations, and how to minimize them. Static perception may be af-
fected by effects such as the clutter or crowding of the transformed
image. Dynamic aspects of perception include the remappings that
may need to take place as the viewer moves around. Despite re-
cent work on comparing the efficacy of different distortion func-
tions [Gutwin and Fedak 2004a; Gutwin 2002], an optimal design
for nonlinear transformations has not yet been discovered.

1.2 Transformational Invariance

The effects of geometric transformation on visual perception have
received only a limited amount of investigation over the years.
Among the earliest studies were those that measured how well ob-
servers could recognize pictures of a three-dimensional object that
was rotated by some amount in three-dimensional space. It was
found that the time to determine this was proportional to the differ-
ence in angle, implying that observers could mentally rotate the rep-
resentation of the object when needed [Shepard and Metzler 1971;
Tarr and Pinker 1989]. Later, size scaling was also found to func-
tion similarly [Bundesen and Larson 1975; Bennett 2002], as was
position [Bennett 2002]. These results suggest that rotation, scaling
and translation are natural transformations, in that if sufficient time
is given, they can be compensated for by the visual system.

Figure 2: Shaker paradigm. The static cost of the transformation
is measured by comparing performance for static image 1 (original
image) against static image 2 (transformed image). The dynamic
cost of the transformation itself is measured by comparing the av-
erage performance for images 1 and 2 against the alternating case,
where the image appears to shake back and forth. The alternat-
ing case has an equal amount of time for both static images, while
also having a transitional component that depends on the alternation
rate.

Another line of research originated from the observation that pic-
tures in movies do not appear distorted, even for audience members
located far from the viewpoint for which the projection would be
correct. In particular, Cutting [1987; 1991] investigated why rigid
objects still appear to be rigid, even though their distorted projec-
tions should make them appear to be nonrigid. Cutting’s results
indicate that the visual system does not compensate for the distor-
tions caused by off-axis viewing; rather, it simply appears to use
local information that is not greatly affected by such distortions.

However, neither type of study is helpful for the purpose of under-
stand visualization systems, because both types involve transforma-
tion of a single object rather than the spatial layout of a collection
of objects. Furthermore, they do not involve an active scanning
of space, a key component of information visualization; therefore,
other methods must be used.

1.3 Shaker Paradigm

A more direct method of examining the effect of geometric trans-
formations on visual perception is the shaker paradigm [Rensink
2004]. Here, performance of a visual task, such as memorization
or scanning, is compared under three different conditions: (i) an
original image, (ii) a transformed static image, and (iii) the original
and transformed images rapidly alternating with each other, as in
Figure 2. The extent to which the static aspect of the transforma-
tion affects perception is measured by comparing performance on
the static conditions (i) and (ii). The extent to which the dynamic
aspect of the transformation affects perception is measured by com-
paring the average of the two static performance measures with the
performance on the rapidly alternating sequence.

To measure the effect of a given transformation on the scanning of
space, a natural task is visual search, in which the observer must
search a large array of items for the presence or absence of a given
target figure [Treisman 1985; Treisman and Gormican 1988]. Per-
formance here is typically measured by the response time (RT) re-
quired to detect the presence or absence of the target, with accuracy



Figure 3: Example randomly-generated images shown to subjects. The top row shows the images without a background grid, and the bottom
row shows the grid condition. Column 1: Static image. Column 2: Magnification level 1, c=0.9. Column 3: Magnification level 2, c=1.2.
Column 4: Magnification level 3, c=1.5.

being kept as high as possible. This task is in many respects sim-
ilar to what is involved in information visualization, with a com-
mon and dominant element being the scanning of a large number
of items. As such, the results obtained by using this task are highly
relevant to the purposes here.

Performance in visual search is generally measured by examining
how RT varies with the number of items present; that is, the set
size. RT is usually a linear function of set size, and so the nat-
ural measure is the search slope, typically expressed in terms of
milliseconds per item (ms/item). If performance is unaffected by a
particular transformation, the ratio of slopes for the two conditions
will be one. More generally, the extent to which this ratio departs
from one will reflect the perceptual cost of the transformation. The
static cost is measured via the ratio of slopes for the transformed
and original static cases; this can be arbitrarily high. The dynamic
cost is measured via the ratio of the average slope for the two static
cases 1 to the slope of the alternating case.

Using this approach on a simple search for a T-shaped item among
a set of L- shaped items, it was found that there is no static cost for
translations up to 4◦ of visual angle, rotations up to 90◦, and scal-
ings up to a factor of 4 [Rensink 2004]. There is also no dynamic
cost for translations up to 4◦. However, dynamic cost is incurred
only for rotations of 30◦ or more, and for scalings of 3 or greater.
Such invariance indicates a no-cost zone of considerable extent in
terms of allowable translational, rotational, and scaling transforma-
tions. For example, a sudden change in size by a factor of 2 has no
effect at all on performance. This clearly indicates the that mecha-
nisms involved differ from those that carry out mental rotation and
mental scaling. It also raises the possibility that there exist simi-
lar no-cost zones for nonlinear transformations of the kind used in
Focus+Context systems.

1Since the search rate is expressed in milliseconds per item, and each
display is on for an equal length of time, the appropriate average of the two
static slopes m1 and m2 is the harmonic mean H, where 1/H = 1/2(1/m1 +
1/m2).

2 Experiment Protocol

The purpose of this experiment is to determine if the shaker
paradigm can provide a useful estimate of perceptual cost for non-
linear fisheye transformations. Since this is only an initial investi-
gation of the general feasibility of this approach, only 3 levels of
magnifications are examined to test for the existence of a no-cost
zone. We also examine whether the existence of a background grid
affects performance. Consequently, a total of 6 experiments are
needed.

2.1 General Method

Observers were asked to find a T-shaped target amidst a group of L-
shape distractor items, as shown in Figure 3, with all items being at
various orientations. Targets were present on half the trials, chosen
randomly, and absent on the remainder. Observers were asked to
determine the presence or absence of the target item as quickly as
possible, while keeping errors below 10%. During the experiment,
observers were seated at a viewing distance of approximately 55cm
from the display, and kept their hands on the keyboard, with their
right index fingers on the “p” key and their left index fingers on
the “a” key. They were instructed to hit the key labelled “p” if a
target was present, and the one labelled “a” if absent. Feedback
was provided after each trial.

Each observer ran all three conditions (original static, transformed
static, and alternating) of given level of magnification, with 3 blocks
of 60 trials in each condition. To minimize any effects of learning,
conditions were run such that the alternating case was always run
second, with the static cases counterbalanced as to which was run
first and which was run last.



2.2 Observers

12 observers were used in each of the six experiments. All were
students at the University of British Columbia, with ages ranging
from 18 to 35, and with normal or corrected-to-normal vision. Most
observers were naı̈ve with respect to visual search methodology.

2.3 Stimuli

Stimuli were arrays of randomly-positioned items as in Figure 3,
where an item was either a T or an L. Images contained 16, 24 or
32 items. These numbers were chosen after several test runs to en-
sure that the task would not be too difficult, and so wear out the
observers, or too easy, and thus not provide enough time for several
alternations of the images. Density of the items was kept constant
by adjusting the area of the image. The three image sizes subtended
visual angles of 8.5◦, 10.5◦, and 12.5◦. In the grid conditions, the
space between the grid lines subtended a visual angle of 0.5◦. Each
item subtended a visual angle of 1.0◦. Items could be in any one of
the four possible orientations: 45◦, 135◦, 225◦ or 315◦. The posi-
tion and size of the items were affected by the transformation, but
they remained locally rigid and maintained an orientation parallel
to the viewing plane.

Static conditions simply had a single image, transformed or origi-
nal, remain visible until the observer responded. In alternating con-
ditions, the transformed and original images alternated every 480
ms until the observer responded.

The images were generated beforehand with an OpenGL program.
They were created such that the eye point was located directly
above the image plane, and the height values were transformed by
the magnification factor c as in the following equation:

z = ce−(x2+y2)(c− c(x2 + y2)) (1)

This equation yields the standard center bulge and gentle slope near
the edges that are standard features found in all fisheye transfor-
mations [Keahey and Robertson 1997; Leung and Apperley 1994].
Three levels of magnification were used, and they corresponded to
c = 0.9, c = 1.2, and c = 1.5, where c is the magnification fac-
tor. c = 1.5 was defined to be the maximum possible magnification,
where increasing c any further would push the transformed plane
beyond the eye point. For the untransformed case, c was equal to 0.
Therefore, the domain [0,1.5] encapsulated all points from the least
to the greatest magnification level. Thus, using an increment of 0.3
and excluding 0, five values of c were possible. However, we omit-
ted the values 0.3 and 0.6 in our analysis because they were found
to be very close to the static case during our test runs. Therefore,
level 1, 2, and 3 had c values equal to 0.9, 1.2 and 1.5 respectively.

2.4 Analysis

The approach here is based on the time taken to determine if a target
is present or absent in an image. To ensure that no speed-accuracy
tradeoffs interfered with the analysis, observers were asked at the
beginning of each experiment to be as accurate as possible. Ob-
servers were removed if they had an error of 35% or greater for any
set size. This resulted in 7 of the 72 observers being removed. Ac-
curacy of the remaining observers was good, with an average error
of 5.5% across all conditions.

Response times for each observer for a given condition were cal-
culated beginning with the set of average response times (RTs) for

target present for each set size of that condition. Error compen-
sation occurred by dividing each average by the accuracy for that
condition. Results were qualitatively the same using uncorrected
data, except that the level 1 + grid variant had a strongly significant
difference between static original and static transformed. The same
general pattern, although somewhat noisier, was also found using
target-absent responses; consequently, these will not be discussed
further here.

Search slopes and baselines were determined by fitting least-
squares lines to the three corrected RT averages. To ensure that
observers did not complete the search task before at least one al-
ternation of images, observers were checked to see that they had a
search speed faster than 15 ms/item. All of the observers met this
criterion.

The cost of transformation was analyzed based on the logarithm of
the ratio of the slopes for the two conditions under investigation.
The ratio of the slopes provides a way to compensate for individ-
ual differences in speeds. The logarithmic transformation allows
symmetry of these ratios to be re-established. For example, a 2:1
relationship would result in a ratio of 1/2 or 2, which are not equally
spaced from 1; the logarithms of these values are equally spaced.
More generally, examination of the data shows that the log ratios of
the corrected slopes provide the closest fit to a normal distribution;
statistical tests based on this are generally more robust. Two-sided
z-tests were used to determine if the average log ratio for each set of
observers differed significantly from zero; that is, if the average ra-
tio differed significantly from one. Paired t-tests on absolute slopes
provide much the same pattern of results as the z-tests. The repeated
measures design is maintained because the ratios of each observer’s
performance are used, and we use slope ratios as the most suitable
basic unit of analyis.

3 Results

Baselines did not differ for any of the conditions examined, and will
not be discussed further. Absolute slopes for the no-grid conditions
are shown in Figure 4 Left. The perceptual costs of the transfor-
mation, in terms of slope ratios, are shown in Figure 4 Right. The
following table summarizes the statistical significance of the differ-
ences for the no-grid conditions.

Level Static p Dynamic p
1 1.53±.30 <.01 0.98±.11 >.6
2 1.40±.25 <.02 1.12±.09 =.05
3 2.69±.50 <.0001 1.10±.25 >.3

From these figures, two interesting trends appear. First, there is a
considerable cost in regards to the static aspect of the transforma-
tion, with a reliable reduction in speed even at the lowest magni-
tude of transformation investigated. This is likely due to items in
the transformed images often being extremely close together and
so interfering with search, as by overlapping each other. It could
also be due to the transformed items simply being more difficult to
distinguish, and thus requiring more inspection time per item.

Of more interest is the second trend, which is the minimal effect of
the dynamic aspect of the transformation; that is, the effects caused
by the actual change itself. Although the difference in speed ap-
proaches significance for level 2, this is only a marginal effect,
and is at most a 10% slowdown. Thus, even though the two static
images differ considerably, there is evidently little cost in sudden
switches between them, even at the highest magnitude of the trans-
formation. The dashed horizontal line in the graph shows the worst-
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Figure 4: Results for the no-grid condition. Left: Absolute slopes. The value of the absolute slopes at c = 0 is defined to be the average of
the original static slopes at c = 0.9, c = 1.2 and c = 1.5. Right: Ratios between slopes show perceptual costs of the transformation: the upper
solid line shows the static transformation cost, and the lower dashed line shows the dynamic cost.

case dynamic cost of 2, the point at which the observer could sim-
ply use the easiest display if the other one was too difficult. In fact,
our observed slope ratios are far less than this. The following ta-
ble summarizes the statistical significance of the differences for the
grid conditions.

Level Static p Dynamic p
1 1.27±.23 =.07 0.92±.12 >.7
2 1.84±.34 <.0001 1.13±.14 >.1
3 2.79±.37 <.0001 1.16±.14 =.08

The effect of a grid on performance is shown in Figure 5, with the
absolute slopes on Figure 5 Left. Figure 5 Right shows this data in
terms of the perceptual costs involved.

The same two interesting trends appear again. Although the static
cost at the lowest level is only marginally significant, all the
other conditions show a strong slowdown in search speed, ex-
actly as in the case of the no-grid conditions. Moreover, a two-
way ANOVA of level and grid showed a main effect of level
on slope ratios (F(2,66) = 12.9; p < .0001), but no main effect
of the grid (F(1,66) = 0.117; p > .7), nor any significant inter-
action of the grid with level (F(2,66) = 1.34; p > .25), indicat-
ing, that the effect of the grid on both original and transformed
images is the same. However, a three-way ANOVA of the log
slopes shows that the grids increased the value of slopes signifi-
cantly (F(1,132) = 32.27; p < .0001), although there was no in-
teraction with level (F(2,132) = 2.11; p > .1) or type of image
(F(1,132) = 0.12; p > .7), nor were there any significant 3-way
interactions (F(2,132) = 1.08; p > .3). This indicates that the grid
interferes with the task entirely by slowing down search, with the
grid perhaps simply acting as a form of visual clutter.

Importantly, the second trend is also found: the minimal dynamic
costs are incurred by the transformation, even at the highest magni-
tudes examined. A two-way ANOVA of level and grid showed no
main effect of level on dynamic slopes (F(2,66) = 1.75; p > .15),
no main effect of grid (F(1,66) < 0.001; p > .9), nor any signif-
icant interaction of the grid with them (F(2,66) = 0.14; p > .85),
indicating that the grid has little effect on dynamic cost.

4 Discussion

The experiments described here provide three interesting results in
regards to the use of nonlinear transformations in Focus+Context
systems.

First, they show that such transformations can have a considerable
static perceptual cost, with performance slowed down by a factor
of almost 3 under some conditions. An important question con-
cerns the cause of this slowdown. It may be that it is entirely due
to the crowding found in those areas away from the focus, or that
it is due to the distortions in the items themselves. If so, it may be
possible to redesign systems so as to avoid these pitfalls. The ques-
tion of how to remove crowding and clutter yet maintain sufficient
context is at the heart of Focus+Context techniques. The question
of whether items should be themselves be distorted is as yet unre-
solved. Nonlinear transformations can be shown visually through
any combination of global movements of the surrounding space and
local changes that affect the objects as well. At one extreme, the
size and shape of items would be completely unaffected by the
transformation of the space, so only their position would change.
This set of experiments investigated a middle ground where a rigid
2D local transformation was applied to each item so that both posi-
tion and scale changed, but the item remained parallel to the image
plane. The physical metaphor for this behavior would be pinning
an item to the bulging background surface at a single spot, so that
the bulge brings it closer to the viewer. Another approach used in
some Focus+Context systems is to apply a nonlinear local distortion
transformation to the shape of the individual items, as if they were
painted directly onto the bulging surface rather than being pinned
at one only point. These issues would benefit from further investi-
gation.

Another interesting result is the existence of a no-cost zone of con-
siderable extent, at least in terms of the dynamic aspects of the
transformation. There appears to be no effect of sudden transfor-
mations for magnitudes of up to approximately c=1.0 (i.e., about
midway between levels 1 and 2). There is also a large low-cost zone
beyond that, where performance is only marginally affected. Im-
portantly, this zone covers the entire range of magnitudes examined
here, which include those capable of producing large distortions of
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the image. If, as seems likely, the static costs of such transforma-
tions could be reduced, this would mean that at least some forms
of nonlinear transformation would not carry a high perceptual cost,
even at high magnitudes of transformation.

Regardless of whether static costs can be reduced, this finding is
also important in that it undermines the common belief that imme-
diate transformations to an image, for example orientation or size,
are difficult for observers to track and thus that transitions between
views should be smoothly animated [Robertson et al. 1989]. As
some of these transformations do not seem to affect performance,
it may not be necessary to compensate at all. However, the com-
mon belief may be motivated by reasons other than the ability or
inability to compensate for dynamic image transformation, so fur-
ther investigation would be of interest.

The third interesting result is the almost negligible positive effect
of the grid on performance. An intuitive prediction might be that
the grid would enhance performance in the form of a visual cue
which explicitly conveys the distorted space and reduces the cog-
nitive load of the user. It could also provide a consistent frame of
reference between the original and transformed images, thus bridg-
ing the two. However, our results show little effect on performance
apart from a general slowing down of search. There are several
possible explanations for this phenomenon. Since the grid is rect-
angular and the transformation radial, this mismatch may have been
enough to suppress the effect. Secondly, the grid lines might have
been too thin or too far apart. However, we know that this is not
true in our experiment because the grid was so salient that it was
was a source of visual clutter. Finally, it may be that grid lines only
help when the transformation cannot be coped with easily. Given
that the transformations here could be compensated for by the hu-
man visual system, the grid lines may have been superfluous, and
so act as clutter. In that case, more sophisticated visual layering
to make the grid less visually obtrusive than the foreground items
might avoid the visual clutter when the grid is unnecessary, yet pro-
vide sufficient information when needed. This issue requires further
investigation.

Although it is worth keeping in mind that these results are based
on visual search tasks, there are good grounds for believing that
they can be applied more generally. To begin with, visual search

is a common component of many of the visual operations in infor-
mation visualization [Ware 2000], so that the results obtained here
should apply to many, if not most, of its aspects. In addition, vi-
sual search appears to draw upon representations that are created
relatively early in the visual system, forming a common base to
many other visual tasks [Rensink 2000]. If the representations in-
volved with visual search have a particular property, such as being
invariant to a particular transformation, it is therefore likely that
this property will be inherited by those processes that also rely on
these representations. Ultimately, of course, the real test of these
results will be whether Focus+Context systems can usefully take
advantage of them.

It may be worth pointing out that the shaker paradigm could also
be used in a more adventurous way: to determine which transfor-
mations can be compensated for by the human observer. It has
been found that some transformations, such as size changes, can
be compensated for, while others like rotations of 30◦ or more can-
not [Rensink 2004]. Those transformations that can be compen-
sated for might be considered as natural ones; indeed, the invari-
ance found here for fisheye transformations suggests that these too
are natural, and may be the reason why Focus+Context systems do
not confuse viewers. In any event, it is clear that the techniques de-
scribed here can be applied to other transformations as well. As
such, they can provide a ranking of transformations in terms of
their perceptual cost, along with a determination of their no-cost
and low-cost zones. And, perhaps, one day, these techniques may
even provide the means of determining optimal transformations.

5 Conclusions

This work has shown that the shaker paradigm [Rensink 2004]
can be used to investigate the effects of nonlinear distortions in
Focus+Context systems. In particular, it can provide measures
of the perceptual cost of both the static and dynamic aspects of
such transformations. The experiments described here show that
there can be a significant perceptual static cost to these transforma-
tions, likely due to the compression and distortions of the items in
the image. They also show that observers are largely unaffected
by the dynamic aspect of the transformation, with performance



only marginally impaired by sudden switches between original and
transformed images. In addition, they have provided a first approx-
imation of the extent of this no-cost zone. Results also indicate
no improvement when a rectangular grid that distorts to make the
transformation effect more visually obvious in the image. The grid
slows down the search task in both the distorted and the undistorted
views, apparently acting as visual clutter. The shaker paradigm is
a powerful tool to investigate Focus+Context systems, and further
studies with this paradigm may provide useful guidance for better,
perhaps even optimal, designs of information visualization systems.
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