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A B S T R A C T
We present the first method for dynamic projection mapping on rectangular, deformable and stretchable elastic materials using consumer-grade time of flight (ToF) depth cameras. We use a B-Spline patch to model the projection surface without explicitly modeling the deformation. Leveraging the nature of deformable and stretchable materials, we propose an efficient tracking method that can track the boundary of the surface material. This achieves realistic mapping even in the interior of the surface such that the projection appears to be printed on the material. The surface representation is updated in real-time using GPU based computations. Further, we also show that the speed of these updates is limited by the speed of the camera and therefore can be adopted for higher speed cameras as well.

1. Introduction

Projection mapping systems offer a unique way to augment the real-world with virtual data, modifying the appearance of physical objects using digital imagery. These systems enable novel applications such as surgical guidance, visualization, design and entertainment. Unlike projection mapping on static objects, projection mapping on dynamic and deformable objects presents several challenges, including accurate and high-speed reconstruction of the surface geometry, high-speed parameterization of the display surface and low-latency adaptive projection.

In order to avoid accurate reconstruction of the deformable surface, most prior works [1–3] use custom-designed hardware such as high-speed coaxial projector–camera pairs, often using multi-modal capture of IR, color and depth. Other works that reconstruct a deformable surface depend on modeling deformations using expensive optimization computations [4]. They operate at less than video frame rates and cannot address stretchable or elastic materials.

While [5,6] are able to project onto deformable, elastic surfaces without any perception of lag, they use high-speed co-axial projector–camera pairs and also require a precise marker pattern to be printed onto the surface using IR ink. [7,8] perform dynamic projection mapping using multiple projectors, but require the object to be rigid with known geometry.

1.1. Main contributions

In this paper, we propose a general framework for efficiently performing dynamic projection mapping of deformable, stretchable materials that is also backward compatible to non-deformable rigid materials. Specifically, our main contributions are as follows:

1. Surface geometry representation: We use rational B-spline patches to model the projection surface without explicitly modeling the deformation. This allows for integrating the modeling and updating of surface geometry, as well as warping of the projection image in a computationally efficient representation that lends itself for efficient GPU-based parallelization.

2. Boundary-based tracking: Distortions in the middle of deformable materials are less perceptible than at the boundaries [9]. We leverage this to track only the boundary of the material using simple markers (e.g. black dots) or depth-features with no explicit markers leading to projection mapping with or without markers.

3. Mapping stretchable materials: Using B-spline patch-based representations enable constrained projection mapping (e.g. length preserving mapping) to allow realistic mapping on stretchable materials.

4. Using consumer-grade hardware: Our system uses a consumer-grade time-of-flight (ToF) based depth camera (e.g. Azure Kinect, Pico Flexx) to achieve real-time mapping of the projected image on the deformable material such that it appears to be printed on the object. Further, we show that the computation speed is limited by the capture...
time, demonstrating that our method will be faster with higher speed cameras and projectors.

2. Related work

Projection mapping deals with altering appearances of 3D objects by projecting light on them using projectors. A large body of literature exists on projection mapping on static objects \([10–20]\). More recently, dynamic projection mapping (DPM), that allows mapping projected light on moving objects, has received much attention \([1–8,21–34]\). Prior work on dynamic projection mapping can be categorized based on the following: (a) rigid vs. deformable materials, (b) projection on surfaces vs. objects, (c) display on textured (e.g. using markers or patterns) vs. texture-less materials, and (d) using consumer-grade components vs. specialized hardware like a coaxial projector–camera setup.

2.1. Rigid surfaces

When considering projection mapping on dynamic rigid bodies \([1–3,7,8,22,25,27–31]\), a large body of literature focuses only on rigid, planar surfaces. \([2,3,27]\) use a specialized high-speed projector and camera in a co-axial manner to map the planar surface.

**Texture-less surfaces:** While \([2]\) uses a high-speed color camera, \([3]\) uses a high-speed depth camera and adjusts the focus based on the captured depth to keep the image focused on the plane as it moves back and forth.

**Textured surfaces:** \([27]\) uses specialized digital micromirror device (DMD) hardware to project animated content onto textured, planar surfaces. The DMD allows projection of special patterns in an imperceptible way between projection frames to recover the four corners of the planar display and track them.

2.2. Rigid objects

**Texture-less objects:** Projection mapping on moving, rigid, non-planar objects requires computing the orientation and geometry of the objects, also known as shape and pose recovery, in addition to tracking the moving object. \([1]\) uses an expensive, high-speed coaxial projector–camera pair to bypass shape recovery and performs projection mapping without any perceptible latency by segmenting the dynamic object from a retro-reflective background.

\([22,25,28,29]\) use dynamic objects of known shapes while proposing different tracking methods using different kinds of consumer-grade components. \([29]\) detects edges of known shapes and tracks them in real-time using a single IR camera to recover the object pose. \([28]\) uses a sparse ICP registration technique to register 2D feature points detected by a standard RGB camera with a known 3D shape to track the object. However, the latency is not low enough to allow fast movement of the 3D object.

\([7,8,26,30,31]\) perform dynamic projection mapping on rigid 3D objects using multiple projectors. \([7,8]\) use a tightly calibrated system of 2–3 projectors with a single RGB-D camera to map a dynamic, complex 3D object whose shape has been recovered accurately apriori. Using a light-transport based optimization, key features of the point cloud captured by the RGB-D camera are detected and matched to the high-quality, known 3D shape. Though this method handles dynamic objects, it has high latency and therefore, the object can only move slowly. This system is extended in \([30]\) to handle stray illumination due to geometric features and inter-reflections in a content-specific manner. Finally, \([25]\) removes the requirement of tight calibration of the devices apriori by auto-calibrating devices while mapping projected images on the dynamic object.

**Textured objects:** \([25]\) embeds 3D features as markers in the object during 3D printing that provide the features to be tracked in real-time. These embedded markers are made imperceptible during tracking via radiometric compensation.

In summary, all works addressing rigid dynamic objects assume a known, accurate 3D shape and cannot be used to project on dynamic, deformable and stretchable materials.

2.3. Deformable surfaces

**Texture-less surfaces:** \([21]\) embeds retro-reflective markers in a surface that are only visible to an IR camera when an IR light source is shined onto it. They use the marker positions to determine the shape to project onto the surface. Similarly, \([35,36]\) paint markers with IR ink and embed them in various gel-like substances. These markers are visible to an IR camera under IR lighting and are used to determine the deformation of the gel to perform projection mapping. Unlike \([21,35,36]\) are able to handle interactive movement and update the projection in real-time. However, the gel-like substances are small and lie on a flat surface, restricting projection mapping to only those regions.

\([20]\) presents a scalable system that can accommodate any number of projectors and cameras and can handle surfaces with any 3D shape without any prior system calibration. Therefore, the system recalibrates with deformations. However, this system can only achieve fast non-real-time recalibration and therefore cannot handle dynamic objects.

\([34,37]\) use an image of a deformable fabric captured by an RGB camera and use prior techniques \([38,39]\) to process the image properties (e.g. optical flow) to create an enhanced image that alters the perceived motion or stiffness of the fabric. However, these methods work with precise known motions of the deformable surfaces and do not attempt to capture either the motion or the actual geometry of the deformable surface.

\([4]\) addresses deformable surfaces using a projector and RGB-D camera pair. They model the surface deformations (rather than shape) and recover the deformation parameters from the captured point cloud using GPU-based optimizations. However, the deformation model used does not allow stretchable surfaces and the optimizations cannot achieve real-time updates to accommodate fast moving materials.

**Textured surfaces:** \([5,6]\) achieve projection mapping on dynamic, deformable and stretchable materials using a specialized, tightly calibrated, expensive, high-frame rate (∼500fps) projector–IR camera system that tracks dot cluster markers printed in the material with invisible IR ink. This results in conformal projection with imperceptible lag that can handle partial occlusion of the surface as well.

2.4. Deformable objects

**Texture-less objects:** \([24]\) uses a specialized, high-speed projector along with three high speed cameras, all arranged in a co-axial manner using mirrors so that they share the same center of projection. Three NIR light sources of different bands are used to illuminate the object. The three cameras are equipped with color filters to sense each of these three light sources of different bands. The light sources and cameras together use photometric stereo to detect the normals at every pixel location in the camera space. These normals are then used to compute the illumination augmentation required to change the appearance of the object to that of a material with different normals. Due to co-axial arrangements of the projector–camera setup, the correction can be achieved in real time in the camera space irrespective of the dynamic object that is being mapped – either rigid, deformable or fluids – without perceptible lag.
Fig. 1. Various surfaces that can be represented by a cubic B-Spline patch, including (bottom-row) surfaces stretched down the middle, at the upper two corners and outward from the center.

[23,33] specifically address faces. [33] uses a specialized co-axial fast projector–camera system along with LED-based lighting to track facial features in IR. The tracked 2D facial features are used to compute the deformation parameters of the 2D mesh of a face. [23] uses multiple projectors and an RGB-D camera in a tightly calibrated system to accurately estimate the 3D mesh of a face. During projection mapping, they update the deformation parameters of the mesh in real-time to register it with the depth camera output. Use of fast cameras in [33] allows imperceptible lag while [23] achieves almost real-time performance with low latency. [32] uses a Kinect in a specific retail dressing room kind of setting to segment multiple users using depth and projects different T-shirt designs on each person. However, the accuracy of projection is extremely low and therefore, the projection does not stick to the objects precisely and flickers continuously.

Prior work on tracking deformable objects in real-time using an RGB-D camera [35,40–42] cannot be used with dynamic projection mapping since the projection on the surface interferes with the tracking. Therefore, IR camera-based tracking is typically used for dynamic deformable objects. Thus, most works that perform dynamic projection mapping on deformable, texture-less objects either use specialized hardware [24,33] or are limited to a specific class of deformable objects (e.g. faces) as in [23].

2.5. Proposed work

Our work is closest to [4] but instead of modeling deformations, we model the surface geometry using a rational B-spline patch (see Fig. 1). We use rational B-spline patches because they (i) provide a framework to represent all kinds of smooth, deformable surfaces, including stretchable elastics, (ii) offer a convenient way to parameterize the surface, (iii) lend themselves to accurate computation on GPU for real-time performance, and (iv) provide the flexibility to change the surface representation (e.g. linear to quadratic etc.) at run-time without any changes to the system.

Additionally, unlike [1,2,5,24,27,33], we do not need specialized hardware such as co-axial projector–camera pairs, or high-speed, expensive equipment. Instead, we achieve real-time performance using consumer-grade hardware. While consumer-grade hardware is more accessible and affordable, they provide noisier data at lower spatial resolutions and frame-rates. This puts further demands on the system, which must perform projection mapping faster than the hardware frame-rate to avoid lag, from lower resolution data while being robust to noise.

Despite these limitations of consumer-grade hardware, our system is able to achieve the above objectives with a standard ToF depth camera that is augmented with a registered IR camera calibrated together with a projector. Using an IR-Depth camera enables us to track simple markers (e.g. black dots) leading to a marker-based system, or to track depth features leading to a marker-less system. Like [29], we use boundary-based features (e.g. edges or corners), but to determine the deformable, stretchable surface geometry rather than deformation as in [43,44]. Therefore, we present the first general framework for projection mapping of deformable materials, including stretchable elastics, using a single projector–camera system in real-time, operating at speeds up to 45fps. Since we depend on per frame surface representation using B-spline patches, we can handle rigid materials as well.

This paper is an extended version of the conference paper [45]. In [45], the authors use a non-rational bi-cubic Bezier patch that severely restricts the surface shapes that can be modeled accurately. In this work, we use rational B-spline patches, which allow accurate representation of even more complex shapes (e.g. waves, conics) that a non-rational bi-cubic Bezier patch cannot represent. Furthermore, we exploit the projective invariance of rational B-spline patches to achieve better surface conformity and improved our rendering pipeline to decrease the end-to-end latency. Finally, we provide more results and a deeper evaluation of the performance of our system.

3. System overview

The goal of our projection mapping system is to compute a texture-mapping function \(\Omega(q) = p\) that maps a texture coordinate \(q \in \mathbb{R}^2\) of a target image \(I_T\) to a texture coordinate \(p \in \mathbb{R}^2\) of a source image \(I_S\) such that \(I_T(q) = I_S(\Omega(q))\).

In this section, we explain how we compute \(\Omega(\cdot)\) by tracking the boundaries of a deformable, stretchable display surface with or without markers, in real-time. The complete pipeline of our method is shown in Fig. 2.

3.1. System hardware

Our dynamic projection mapping system consists of a projector, an IR camera and a depth camera (Fig. 3) that have been
geometrically calibrated for their intrinsic and extrinsic parameters using the software implementation of [46,47]. We assume our projection surface to be a smooth, deformable, elastic rectangle that is visible to the camera without occlusion. Each frame of the IR-depth camera is used to track feature points on the boundary of the deformable projection surface. These features can be explicitly marked using color (e.g. black dots) or by tracking depth features at the boundary of the projection surface. The former results in a system with visible boundary markers (Section 3.3), while the latter yields a marker-less system (Section 3.5). These features are used to compute the parameters of a rational B-spline patch representing the deformable surface shape. The fitted patch is then used to determine the texture-mapping function \( \Omega(\cdot) \). Finally, the projection image is warped accordingly and projected onto the display surface in a manner that conforms to the deformable shape.

### 3.2. B-spline patch based model

A rational B-spline patch of degree \((n, m)\) in \(d\) dimensions is defined in parameters \((u, v)\) by a set of \( H = (r + 1) \times (s + 1) \) control points \( C_0, C_1, \ldots, C_{r+1}, C_{r+1}\), and weights \( W_0, W_1, \ldots, W_{r+1}, W_{s+1}\) as:

\[
Q(u, v) = \sum_{i=0}^{r} \sum_{j=0}^{s} P_{ij}(u,v) C_{ij},
\]

where \( P_{ij}(u,v) = \sum_{k=0}^{r} N_{k,n}(u)N_{m}(v)W_{ki}\).

Note that the number of control points \( r, s \), the B-spline degree \( n \) and the size of the vector \( n \) must satisfy the identity \( h = r + n + 1 \) for both directions \((u, v)\). Thus, by changing the B-spline degree and/or the size of the control vector, one can change the number of control points of the B-spline.

In our work, we model our projection surface as an open, uniform, rational B-spline patch of degree \((n, m)\). In an open uniform B-spline of degree \( n \), the first \( n + 1 \) knots and the last \( n + 1 \) knots are equal, while the remaining, internal knots are non-decreasing and equally spaced. In a non-rational B-spline, the weights of each control point are the same, limiting their ability to represent more complex shapes such as circles, conics and tori. These shapes can be accurately modeled with a rational B-spline, where the weights may not be equal. Furthermore, rational B-splines produce correct results under projective transformation, a property we leverage when computing \( \Omega(\cdot) \) to render the image for projection. Thus, a B-spline patch can be used to represent various shapes as shown in Fig. 1 and is parameterized by \((u, v)\) in the horizontal and vertical directions respectively (Fig. 4). In matrix form, a rational B-spline patch in 3D can be expressed as:

\[
Q(u, v) = \begin{bmatrix} X(u, v) & W(u, v) \\ Y(u, v) & W(u, v) \\ Z(u, v) & W(u, v) \end{bmatrix} = C N(u, v)
\]

where \( H = (r + 1) \times (s + 1) \). Here, \( X_{ij}, Y_{ij}, Z_{ij} \) is a 3D B-spline control point in homogeneous coordinates, and \( Q(u, v) = [X(u, v) \ Y(u, v) \ Z(u, v)] \) is a 3D point on the B-spline patch.

Representing the display surface using a B-spline patch lets us express \( \Omega(\cdot) \) as a function of the \((u, v)\) parameters. Using the control points \( C \), we can compute \( Q(u, v) \) for any \((u, v)\) parameters. Since our system is geometrically calibrated, we can project \( Q(u, v) \) onto the projector image plane to determine the 2D projector pixel \( q(u, v) \). This creates a mapping between the projector pixel \( q(u, v) \) and the display surface parameters \((u, v)\):

\[
\Omega(q(u, v)) = (u, v),
\]

i.e. every pixel \( q(u, v) \) in \( \Omega(\cdot) \) maps to a display surface parameter \((u, v)\). Substituting Eq. (5) into Eq. (1), we get:

\[
I_f(q(u, v)) = I_f(u, v)
\]

Thus, our goal is to compute \( q(u, v) \) for any \((u, v)\) display parameter. We achieve this by computing the control points of the B-spline patch that represent the display surface using a system of linear equations. The key challenge of our work is: (i) tracking the deformable, stretchable surface, (ii) determining...
the \((u, v)\) parameters of 3D points on the surface, (iii) setting up a system of linear equations using these 3D points, (iv) solving the system to compute the control points, (v) using the control points to compute \(q(u, v)\), and (vi) perform texture-mapping for projection, all in real-time.

A method to track stretchable display surfaces using markers and determining the \((u, v)\) parameters for the tracked points is detailed Section 3.3, while a method for markerless tracking is elaborated in Section 3.5. Setting up the system of linear equations and solving it to compute the control points of the B-spline patch is explained in Section 3.4. Computing \(q(u, v)\) and performing texture-mapping is explained in Section 3.6. Important notation used for B-spline patches is explained in Table 1.

3.3. Marker-based tracking of stretchable surface

3.3.1. Marker placement

Our projection surface is a smooth rectangle made of a diffuse, deformable and elastic material. We define the boundaries of our surface with markers such that: (i) four markers specify the four corners of this rectangle, (ii) a fixed number of markers, known apriori, are placed equally spaced along each edge, (iii) including the corners, the top and bottom edges have equal number of markers \(M_t\), and the left and right edges have equal number of markers \(M_l\). We denote markers on the top and bottom edges with \(\mathcal{T}_i\) and \(\mathcal{B}_i\), \(1 \leq i \leq M_t\) and markers on the left and right edges with \(\mathcal{L}_j\) and \(\mathcal{R}_j\), \(1 \leq j \leq M_l\) respectively. Fig. 4 shows an example of our surface, where three markers are placed along each edge in addition to the corner markers. Note that the shape recovery does not depend on the surface being white and will therefore work for textured surfaces as well. However, this work does not focus on photometric corrections for textured surfaces. Therefore, any flat colored surface will yield acceptable projections.

Since the markers \(\mathcal{T}_i\), \(\mathcal{B}_i\), \(\mathcal{L}_j\) and \(\mathcal{R}_j\) are equally spaced on each edge, we can pre-compute their \((u, v)\) parameters as \((u_i, 0)\), \((u_i, 1)\), \((0, v_j)\) and \((1, v_j)\) respectively, where \(u_i = \frac{i - 1}{M_t - 1}\), \(v_j = \frac{j - 1}{M_l - 1}\). This arrangement gives us clear matches between the boundary markers and their \((u, v)\) parameters on the B-spline patch.

3.3.2. Marker detection and tracking

The markers are tracked every frame and used to compute the 3-D control points of the B-spline patch. We use IR imagery in order to avoid interference caused by the visible projection. The markers, being black, are usually well-visible in the IR camera against the surface. In the first frame, we use a simple blob detector on the IR image to detect the markers. In subsequent frames, each detected marker is tracked using KLT feature tracking [48–50]. This results in fast and robust tracking of the markers. If tracking fails, we retrack back to marker detection and repeat the procedure.

3.3.3. Assigning \((u, v)\) parameters to markers

The detection and tracking step provides marker locations in the camera image space. However, this is not sufficient to establish the \((u, v)\) parameters for each marker. This objective is achieved in the marker \((u, v)\) assignment step, detailed as follows. Sort by Angle: Let \(\mathcal{I}_{IR}\) denote the IR-camera image and \(\mathcal{I}_{PC}\) denote the point cloud image from the depth camera. Let \(\mathcal{Q}\) denote the set of boundary markers and \(\mathcal{Q}_i = (q_i, \mathcal{Q}_i)\) denote the \(i\)th marker, where \(q_i \in \mathbb{R}^2\) is the 2D location of the marker in \(\mathcal{I}_{IR}\) and \(\mathcal{Q}_i = \mathcal{I}_{PC}(q_i) \in \mathbb{R}^3\) is the corresponding 3D point in the point cloud image. We compute the centroid of all the detected markers, \(\mathcal{Q}_{\text{avg}}\), as:

\[
\mathcal{Q}_{\text{avg}} = \{q_{\text{avg}}, \mathcal{Q}_{\text{avg}}\} = \frac{1}{|\mathcal{Q}|} \sum_{i=1}^{|\mathcal{Q}|} |q_i, \mathcal{Q}_i|
\]

The first step is to sort the detected markers by the angle along the \((u, v)\) surface, denoted by \(\theta\), from a reference vector connecting \(\mathcal{Q}_{\text{avg}}\) to \(\mathcal{Q}_1\). Note that the closest approximation of the \((u, v)\) space is available in the 2D IR camera space. Despite perspective projection, the angle of the \((u, v)\) coordinate of a marker from the reference vector will increase monotonically in the IR camera space as we move clockwise from one marker to the next. This invariance can be violated when using 3D coordinates (illustrated in Fig. 5). Therefore, we perform this sorting by angle in the 2-D IR camera space.

Labeling Corner and Edge Points: Sorting by \(\theta\) provides the ordering of the markers around the surface, with which we can determine the adjacent markers for each marker. Therefore, if we can assign the \((u, v)\) parameters of any one marker correctly, we can determine the parameters for all the remaining ones. So first, we identify the marker that corresponds to the top-left corner and assign \((u, v) = (0, 0)\) to it. We compute, for every marker...
resulting in two clusters of points where the number of points where the angle closes to 180° their neighbors and edge points make an angle close to 180° is extreme, then an edge marker can have close to 90° leading to false negatives, and if the folding distortion is extreme, then an edge marker can have close to 90° with its neighbors along the same edge leading to false positives. We note that the stretching distortion is unrealistic and hence we can assume that there are no false negatives. With respect to the folding distortion and hence false positives, we can eliminate false positives and find the correct corners using the invariance that there are alternately (M_u - 2) and (M_v - 2) markers between the corner markers.

Note that any corner can be considered the top-left corner (with (u, v) = (0, 0)) as long as it is tracked in subsequent frames and other corners are labeled correctly with respect to the top-left corner. Let the four corners be C_k, 1 ≤ k ≤ 4. To determine the top-left corner, we approximate the distance along the surface between C_k and its adjacent clockwise corner C_{k+1} by summing the Euclidean distances between neighboring markers from C_k to C_{k+1}. This results in two corners with a larger distance (the longer edges of the display) compared to the other two (the shorter edges of the display). From the corners with the two largest distances, the corner closest to the camera origin is labeled as the top-left corner and (u, v) = (0, 0) is assigned to that marker. Then, the (u, v) parameters for all markers are assigned using the cyclic order of markers computed earlier.

All markers are labeled once during the initialization phase. In subsequent frames, each marker and its label is tracked, allowing our projection display to maintain correct orientation even when the surface is rotated upside down.

3.3.4. Estimating interior points

Boundary markers and their (u, v) assignments are not enough to compute the B-spline patch. We need additional 3D points and their (u, v) parameters in the interior of the projection where no markers exist. Therefore, we estimate an additional \((M_u - 2) \times (M_v - 2)\) interior 3D points and assign their (u, v) parameters at \((i, j)\), where \(2 ≤ i ≤ (M_u - 1), 2 ≤ j ≤ (M_v - 1)\).

In order to estimate these 3D points, we assume a piecewise linear representation of the boundary curves, which are also iso-parametric (see Fig. 4). Let \(t_i, l_i, r_i \in \mathbb{R}^2\) denote the 2D coordinates of these markers in IR-camera space, and \(T_i, B_i, L_i, R_i \in \mathbb{R}^3\) denote their 3D coordinates. Let the markers along each edge be denoted by \(T_i = \{t_i, T_i\}, B_i = \{b_i, B_i\}, L_j = \{l_j, L_j\}\) and \(R_j = \{r_j, R_j\}\). We compute the normals of the planes passing through every adjacent pair of these markers and the camera center of projection:

\[
\hat{e}_{i, j}^{i+1} = \frac{\zeta(T_i, T_{i+1}), \hat{B}_{j}^{i+1} = \zeta(L_j, L_{j+1}), \hat{B}_{i}^{j+1} = \zeta(R_i, R_{j+1})}{1 ≤ i ≤ (M_u - 1), 1 ≤ j ≤ (M_v - 1)},
\]

where \(\zeta(K_k, K_{k+1})\) computes the normal of the plane passing through 3D points \(K_k, K_{k+1}\) and the camera center of projection. This leads to \((M_u - 1)\) normals for each of the top and bottom curves, and \((M_v - 1)\) normals for the left and right curves. Note that while the boundary markers are tracked every frame, the interior points and their (u, v) parameters are estimated for each frame.

We interpolate between each \(\hat{e}_{i, j}^{i+1}\) and \(\hat{b}_{i, j}^{i+1}\) to estimate the normals \(\hat{e}_{i, j}\) for iso-parametric curves \(v_j = \frac{j}{M_v - 1}\):

\[
\hat{e}_{i, j} = \frac{\hat{e}_{i, j}^{i+1}(1 - v_j) + \hat{b}_{i, j}^{i+1}v_j}{1 - v_j + v_j}
\]

In Fig. 6, the green region shows the area scanned by the plane as its normal is interpolated between \(T_1\) and \(B_1\), while the interpolated plane \(\hat{e}_{2, 2}\) at \(v_2 = \frac{1}{3}\) is shown in solid green. Similarly, we interpolate between \(\hat{b}_{1, 1}^{i+1}\) and \(\hat{b}_{1, 1}^{i+1}\) to estimate the normals \(\hat{b}_{i, j}\) that pass through \(u_i = \frac{i}{M_u - 1}\):

\[
\hat{b}_{i, j} = \frac{\hat{e}_{i, j}^{i+1}(1 - u_i) + \hat{b}_{i, j}^{i+1}u_i}{1 - u_i + u_i}
\]

The red region in Fig. 6 shows the area scanned by the plane as its normal is interpolated between \(T_1\) and \(T_1\), while the interpolated plane \(\hat{b}_{2, 1}\) at \(v_3 = \frac{2}{3}\) is shown in solid red. These interpolated normals are used to estimate the interior 3D points at \((u_i, v_j)\) for \(2 ≤ i ≤ (M_u - 1), 2 ≤ j ≤ (M_v - 1)\). We compute the ray \(\hat{b}_{i, j}\) by intersecting the interpolated horizontal and vertical planes \(\hat{e}_{i-1, 0}\) and \(\hat{b}_{i, j-1}\). Fig. 6 shows \(\hat{k}_{32}\), the intersection of \(\hat{e}_{2, 2}\) and \(\hat{b}_{1, 1}\) as a black line. Since \(\hat{k}_{32}\) passes through the camera center of projection (COP), we find the 2D coordinate \(q_{ij}\) by projecting it onto the IR camera image plane. The 3D point at \((u_i, v_j)\) can be determined from the depth camera as \(Q_{ij} = l_{COP}(q_{ij})\). This step is performed in every iteration.

Note that whenever a stretch is applied to the display surface, the distances between markers change in 3D but the distances in (u, v)-space do not. This allows a B-spline patch to model stretches to the surface.

3.4. Computing control points

Once we have determined 3D points on the surface and their (u, v) assignments, we can compute the control points by solving
the following system of linear equations for the control points $\tilde{C}$:

$$
\tilde{Q} = CA.
$$

$$
\tilde{C} = \begin{bmatrix} X(u_0, v_0) & X(u_1, v_0) & \cdots & X(u_r, v_0) \\ Y(u_0, v_0) & Y(u_1, v_0) & \cdots & Y(u_r, v_0) \\ Z(u_0, v_0) & Z(u_1, v_0) & \cdots & Z(u_r, v_0) \end{bmatrix},
$$

$$
A = \begin{bmatrix} N(u_0, v_0) & N(u_1, v_0) & \cdots & N(u_r, v_0) \end{bmatrix},
$$

where $F$ is the number of $(u, v)$ assignments, $\tilde{Q} \in \mathbb{R}^{4 \times F}$, $\tilde{C} \in \mathbb{R}^{4 \times H}$, $N(u, v) \in \mathbb{R}^{4 \times 1}$ and $A \in \mathbb{R}^{4 \times F}$. Note that all the weights $W_{ij}$ are set to $1$, making this a non-rational B-spline.

In order to solve Eq. (12), the condition $F \geq H$ must be met. While $F = (M_a \times M_b)$, depends on the number of markers, the number of control points, $H$, depends on the B-spline degree and the size of the knot vector (see Section 3.2). By changing these two parameters, we can change the number of control points and use different B-spline models even if the number of markers remains the same (see Section 3.6.1 and Fig. 15).

### 3.5. Marker-less tracking of stretchable surface

In our display, the distance between adjacent markers is the same when no stretch is applied. However, in the absence of explicit markers, the geodesic distance between 3D points can be used to assign the $(u, v)$ parameters. A geodesic is a curve representing the shortest path between two points on a surface and the geodesic distance is the length of that curve. In this section, we outline how we use this concept to create projection displays for marker-less, deformable and stretchable surfaces.

In each frame, we segment out the display surface from the point cloud image assuming there is no occlusion of the surface. This provides a mask that corresponds to the segmented surface (Fig. 7(b)). We extract the boundary mask by taking the difference of the surface segmentation mask with its morphological erosion and compute the boundary point cloud $l_b$ (highlighted in blue in Fig. 7(c)).

While the markers provided explicit brightness features in our marked display, for a marker-less display, the only implicit features are the four corners of the display. We find them using the Harris corner detector [51] on the segmented mask and track them using the KLT feature tracker. Then, we assign the $(u, v)$ parameters to these corners as outlined in Section 3.3.3.

### 3.5.1. Distance-based edge marker estimation

Recall that the parameters for a marker on the top edge, denoted by $T_i$, is $(u_i, 0)$, where $u_i = \frac{i-1}{M_a-1}$. For the marker-less display, the goal is to find all $T_i$s, even though they are not explicitly marked on the surface. From the corner detection step, we already have $T_1$ and $T_{M_a}$. Let $T_0$ denote the length of the top edge. Other $T_i$s are found such that (i) they are along the top edge, (ii) their geodesic distance from $T_1$ is $u_iT_0$, and (iii) their geodesic distance from $T_{M_a}$ is $(1 - u_i)T_0$.

Let $G$ denote the set of 3D points (from the point cloud image) on the geodesic between two points $G_1$ and $G_{M_a}$, where $M_a$ is the number of points in $G$. Let $G_i$ denote the $i$th 3D point on the geodesic. The geodesic distance, $\sigma(G)$ of $G$ is:

$$
\sigma(G) = \sum_{i=2}^{M_a} ||G_i - G_{i-1}||
$$

However, computing $\sigma(G)$ is a time consuming step that cannot exploit GPU-based parallelism. This increases the end-to-end latency of our system and causes a visible lag during projection mapping. To overcome this, we approximate the geodesic distance by computing the Euclidean distance between points on the surface instead, which can be computed rapidly on the GPU. The Euclidean distance $\psi(G)$ is:

$$
\psi(G) = \|G_{M_a} - G_1\|
$$

Fig. 7(c) shows the point $T_3$ on the top edge at a Euclidean distance $\frac{1}{2}T_0$ from $T_1$ (the top-left corner) and $\frac{3}{2}T_0$ from $T_4$ (top-right corner).

Searching for 3D points in the boundary point cloud image $l_b$ that are at specific Euclidean distances from the edge corners to assign their $(u, v)$ parameters is slow and cannot exploit GPU-based parallelism. Instead, we compute distance maps that can be efficiently computed on the GPU. Let $S_{TL}, S_{TR}, S_{BL}, S_{BR}$ denote these distance maps containing the Euclidean distance of each 3D point in $l_b$ from the corners top-left, top-right, bottom-left and bottom-right respectively:

$$
S_{TL} = \psi(l_b - T_1), \quad S_{TR} = \psi(l_b - T_4),
$$

$$
S_{BL} = \psi(l_b - B_1), \quad S_{BR} = \psi(l_b - B_4).
$$

Let $T_i, T_j, B_i, B_j$ denote the lengths of the top, left, bottom and right edges of the display surface. Finally, let $\omega_T(u_i), \omega_B(u_i)$ denote the cost maps of assigning parameter $u_i$ to each 3D point along the top and bottom edges respectively and $\omega_L(v_i), \omega_R(v_i)$ denote the cost maps of assigning parameter $v_i$ to each 3D point along the left and right edges respectively, where $v_i = \frac{i-1}{M_b-1}$. We compute these cost maps as:

$$
\omega_T(u_i) = |S_{TL} - u_iT_1| + |S_{TR} - (1 - u_i)T_4|,
$$

$$
\omega_B(u_i) = |S_{BL} - u_iB_1| + |S_{BR} - (1 - u_i)B_4|,
$$

$$
\omega_L(v_i) = |S_{TL} - v_iT_1| + |S_{TR} - (1 - v_i)T_4|,
$$

$$
\omega_R(v_i) = |S_{BL} - v_iB_1| + |S_{BR} - (1 - v_i)B_4|.
$$

The markers $T_1, B_1, L_4$ and $R_4$ are the points with the minimum cost and are computed as:

$$
T_i = \arg \min(\omega_T(u_i)), \quad T_1 = l_b(T_1), \quad B_i = \arg \min(\omega_B(u_i)), \quad B_1 = l_b(B_1), \quad L_4 = \arg \min(\omega_L(v_4)), \quad L_1 = l_b(L_1), \quad R_4 = \arg \min(\omega_R(v_4)), \quad R_1 = l_b(R_1).
$$

In Fig. 7(c), $T_2$ is the 3D point where $\omega_T(u_2)$ is the least. Note that the cost maps, and the resulting edge markers computed using Euclidean distance will not be as accurate than when using geodesic distance. However, this difference is not visually perceptible in the final projected image. Instead, the lag caused due to computing the geodesic distance is significantly more perceptible. Hence, we trade off accuracy of the edge markers for faster computation time.

Thus, the 3D points of markers along all four edges are computed and the appropriate $(u, v)$ parameters for each of these...
markers is assigned. The remaining 3D points i.e. those interior to the surface, are determined by the same method mentioned in Section 3.3.4. Control points are computed as described in Section 3.4.

3.6. Projection mapping

To achieve projection mapping, we need to compute the projector pixel \( q(u, v) \) and warp the projection image according to Eq. (6). We sample the display surface densely by evaluating the B-spline patch at different \((u, v)\) coordinates using the control points \( C \) to get \( \tilde{Q}(u, v) \), a 3D homogeneous point on the B-spline patch:

\[
\tilde{Q}(u, v) = C N(u, v) \tag{18}
\]

Then, this 3D homogeneous point is projected onto the 2D projector image plane using the projection matrix \( M_p \in \mathbb{R}^{3 \times 4} \) to get \( \tilde{q}(u, v) \), the 2D homogeneous projector coordinates:

\[
\tilde{q}(u, v) = \left[ \begin{array}{c} x(u, v) \\ y(u, v) \\ w(u, v) \end{array} \right] = M_p \tilde{Q}(u, v) \tag{19}
\]

However, applying a projective transformation to a large number of 3D points as in Eq. (19) is a time-consuming operation, increasing the end-to-end latency of our system. This is where we exploit the properties of rational B-splines to improve the efficiency of our system. Instead of applying a projective transformation to the 3D homogeneous points \( Q(u, v) \), we apply the same transformation to the control points \( C \) to get \( \tilde{C}_p \), the 2D homogeneous control points. Substituting \( \tilde{Q}(u, v) \) from Eq. (18) into (19):

\[
\tilde{q}(u, v) = M_p \tilde{C}_p N(u, v)
\]

\[
\tilde{q}(u, v) = \tilde{C}_p N(u, v) \tag{20}
\]

The 2D projector pixel is \( q(u, v) = [x(u, v), y(u, v)] \). Then, we warp the projection image \( I_r \) according to Eq. (6) to get \( I_r \), which gets projected.

3.6.1. Improving B-spline approximation

Since the display surface is deformable, it is possible that a B-spline patch with fixed parameters i.e. the degree and number of control points, may not be able to represent it accurately. Thus, we designed our system to automatically change the B-spline parameters if the current model does not accurately register the display surface geometry. We do this by measuring the registration error between the 3D display surface as measured by the depth camera and its B-spline representation using the control points computed in Section 3.4 at different \((u, v)\) values. If the error is beyond a certain threshold, we increase the degree and/or number of control points. It is important to note that the maximum degree and number of control points of the B-spline patch is limited by the number of markers on each edge. Fig. 15 shows projection mapping onto a deformable surface with different B-spline models: planar, quadratic, piece-wise planar and cubic.

3.6.2. Free-form mapping on stretchable surfaces

Typically, the stretch applied to elastic surfaces is isometric i.e. the stretch is applied evenly. This increases the distances between adjacent markers along an edge evenly as well. However, when a non-isometric stretch is applied to the surface, stretching the surface unevenly, the distances between adjacent markers may not be the same. Since we do not constrain the B-spline patch to preserve distances, the projection expands to accommodate the part of the surface that gets stretched. This is known as free-form mapping. Fig. 11 (top row) demonstrates the noticeable distortion of the projection when a non-isometric stretch is applied to the middle two boundary points while the corners remain fixed.

While the marker-based implementation lends itself naturally to free-form mapping, to achieve the same for the marker-less case, the edge lengths \( \Psi_1, \Psi_2, \Psi_3, \Psi_4 \) in Eq. (16) are used to denote the surface edge lengths at rest. A result, when a non-isometric stretch is applied, the distances between edge and corner points remain the same, but the distances between adjacent edge points do not.

3.6.3. Length preserving mapping on stretchable surfaces

However, we can constrain the B-spline patch to preserve distances, enabling a length-preserving mapping, even when non-isometric stretches are applied to the surface by moving the 3D point of each marker along each edge (except for the corners) such that the distances between all adjacent 3D points along that edge become equal. Let \( E_i \) denote the 3D point of the ith marker on an edge \( E \) with number of markers \( M_E \). Let \( \lambda_i \) denote the distance between adjacent markers \( \{E_{i-1}, E_i\} \) and \( \Lambda_E \) the total estimated length of the edge \( E \):

\[
\lambda_i = \|E_i - E_{i-1}\|, \quad 2 \leq i \leq M_E
\]

\[
A_E = \sum_{j=2}^{M_E} \lambda_j
\]

\[
\lambda'_E = \frac{\Lambda_E}{M_E - 1}
\]

Here, \( \lambda'_E \) denotes the distance between two adjacent markers if all \( E_i \)'s were equally spaced along \( E \). So, if \( \lambda_i < \lambda'_E \), \( E_i \) is closer to \( E_{i-1} \) than if they were equally spaced along \( E \).

To perform length-preserving mapping, the goal is to find, for each non-corner point \( E_i \), a point \( E'_i \) along the edge \( E \) such that \( \lambda'_i = \|E'_i - E_{i-1}\| \). For \( E_i \) such that \( \lambda_i < \lambda'_E \), the point \( E_i \) is closer to \( E_{i-1} \) and should be moved away from \( E_{i-1} \) toward \( E_{i+1} \).

Depending on \( \lambda_i \), each non-corner \( E_i \) is either linearly interpolated toward \( E_{i-1} \) or \( E_{i+1} \). If \( \lambda_i < \lambda'_E \), \( E'_i \) is determined by linear
interpolation along the line \( \{ E_i, E_{i+1} \} \), moving it away from \( E_{i-1} \) and increasing \( \lambda_i' \). Similarly, if \( \lambda_i > \lambda_i' \), then \( E_i' \) is determined by linear interpolation between \( \{ E_{i-1}, E_i \} \), reducing its length. This algorithm, which processes each segment between the markers in sequence, is summarized in Algorithm 1.

**Algorithm 1: Length Preserving Mapping**

```plaintext
procedure MakeLengthPreserving(EdgePoints E)
Compute edge lengths
\( \Lambda = 0, M = \text{len}(E) \)
for \( i = 2 \) to \( M \) do
    \( \lambda_i = \| E_i - E_{i-1} \| \)
    \( \Lambda = \Lambda + \lambda_i \)
end
\( \lambda' = \frac{\Lambda}{M-1} \)
Update edge points
for \( i = 2 \) to \( (M - 1) \) do
    if \( \lambda_i < \lambda' \) then
        \( t = \frac{\lambda_i}{\lambda'} \)
        \( E_i = (1 - t)E_i + tE_{i+1} \)
    end
    else if \( \lambda_i > \lambda' \) then
        \( t = \frac{\lambda_i'}{\lambda'} \)
        \( E_i = tE_{i+1} + (1 - t)E_i \)
    end
    \( \lambda_i = \| E_i - E_{i-1} \| \)
    \( \lambda_{i+1} = \| E_{i+1} - E_i \| \)
end
return E
```

Linearly interpolating \( E_i' \)'s between its two neighbors in this way ensures that the resulting \( E_i' \)'s are approximately equally spaced along \( \mathbb{E} \). Fig. 8 shows an example of \( T_2 \) and \( T_3 \) being moved to new positions \( T_2' \) and \( T_3' \) using the aforementioned technique. Fig. 11 (left-column) compares the grid squares with and without length-preserving mapping.

Note that the marker-less implementation lends itself naturally to length-preserving mapping when the edge lengths \( \Psi_1, \Psi_2, \Psi_3, \Psi_4 \) in Eq. (16) are used to denote the current surface edge lengths instead of edge lengths at rest.

### 4. Implementation details

Our hardware setup consists of a standard desktop workstation with an Intel Core i7-9700K CPU @ 3.6 GHz with 64 GB of RAM and an NVIDIA GeForce RTX 2080 SUPER GPU. We used OpenCV's CUDA implementation to track the markers, compute the distance maps and cost maps. OpenGL was used for texture-mapping and rendering the final display. Estimating \((u, v)\) assignments for 3D display surface points and computing the B-spline control points is performed on the CPU. Both the marker-based and marker-less systems can run at close to camera frame rates.

In our implementation, we used Optoma DLP Projector. We tested our system using two different cameras: the Microsoft Azure Kinect and the CamBoard Pico-Flexx. Both cameras provide registered IR and point cloud images, while the Azure Kinect additionally provides a registered RGB image as well. However, we only use the IR and point cloud images. The Azure Kinect depth camera resolution is 320 × 288 @ 30fps. The Pico-Flexx provides depth images at 224 × 171 resolution when run at 45fps. Notice the low spatial resolutions of both cameras.

To reduce the run-time of our system, we pre-compute the coefficient matrix \( A \) (Section 3.4) once for different combinations of B-spline parameters i.e. degree, knot vector and number of control points. This also allows us to dynamically modify the number of markers as well. Depending on the B-spline model parameters and the number of markers, the corresponding matrix \( A \) is used to compute the control points every iteration using linear least-squares. This means that the system must assign the 3D points to the correct \((u, v)\) parameters used to compute \( A \). These assumptions allow fast computation of the control points.

From our experiments, for changing the B-spline parameters, the registration error threshold is set to 10%.

Computing distance maps and cost maps (see Section 3.5.1) for the marker-less display is computationally intensive. Thus, we made some important design decisions to speed up the computation without sacrificing accuracy of conforming to the deformable surface.

1. **Down-sizing distance and cost maps**: We compute the distance maps and cost maps using point cloud images with half resolution in both horizontal and vertical directions for the high-resolution Azure Kinect camera. We do not perform this step for the Pico-Flexx camera since it already has low resolution.

2. **16-bit signed integer representation**: We perform calculations on 16-bit signed integer arrays instead of floating-point arrays. If the depth camera provides point cloud data in meters, we convert it to millimeters and then store it as 16-bit signed integer. This gives a big performance boost (~100ms/frame) without compromising the shape conformity of the final display.

3. **Temporal coherency for localized calculations**: We exploit temporal coherency between successive point cloud images to further reduce the time to compute edge markers. Instead of computing the distance maps and cost maps along all edges, we compute them in local windows (31 × 31) centered on the marker locations in the previous depth frame. Initially, the window centers are linearly interpolated between adjacent corners. When a new depth frame is available, the distance maps and costs maps are computed for 3D points on the edges inside these windows only. These cost map “windows” are used to determine the new edge markers. The window centers are also updated to the location of the new markers in the depth camera.

4. **Noise and jitter removal**: Searching for the 3D point with the minimum cost \( \omega \) (see Eq. (17)) is a time-consuming step even for small windows. Further, noise in the point cloud image introduces errors in the estimation of the edge markers, resulting in a jittery projection. Although applying a smoothing filter to the point cloud image can reduce noise, it adds extra operations and increases the latency. To avoid the additional time taken by pixel-level search and noise smoothing without adding more operations, we average 3D points inside the windows, weighted by the inverse of their costs \( \omega \) i.e. a 3D point with a lower cost has a higher weight. This results in faster computation of the edge markers while smoothing out errors in the point cloud image and removing jitter.

### 5. Results

Fig. 9(b) shows the results of our projection mapping system on a marked and marker-less surface undergoing different non-elastic deformations. Note how the projection conforms to the shape of the surface for all different deformations, especially when compared to Fig. 9(a), which shows the same images without any mapping applied. Please see the accompanying video for demonstrations on dynamic movement of the surface.
**Fig. 9.** (a) Projection onto a non-planar surface without any mapping applied. (b) Projection mapping onto marker-based (top row) and marker-less (bottom row) surface.

**Fig. 10.** A checkerboard pattern projected onto (top-row) marker-based and (bottom-row) marker-less display surface. Note that when the surface is stretched, the tiles in the stretched region also expand.

**Fig. 11.** Free-form mapping (top-row) vs. length-preserving mapping (bottom-row). Note how the vertical grid lines follow the dots in free-form mapping but evenly space out with length preserving mapping. The same stretch is applied to the middle and right columns. Note the distortion caused by the stretch makes the images with free-form mapping look unnatural (e.g. Mona Lisa’s forehead). Using length-preserving mapping, the images look less distorted while still conforming to the surface shape.

**Fig. 12.** Two applications of our system. The top row shows our system being used for designing a t-shirt while the user interacts with the fabric. The bottom row shows the user deforming the surface to view volumetric data at curved cross-sectional slices and comparing them.

**Fig. 13.** Marker-less display on a rigid, dynamic surface.

**5.1. Performance and evaluation**

We evaluated our system by varying different parameters, such as the number of markers along the edges and the number of control points, and measuring (i) the surface registration between the B-spline patch and the actual surface geometry, and (ii) the end-to-end latency. Furthermore, we also tested the accuracy of the internal 3D points for various shapes since that directly affects the B-spline patch that gets computed. To evaluate surface registration, we compute the distances between the B-spline 3D points and the point cloud image. The misregistered surface area is the ratio of the number of points whose distance is greater than 10 mm to the total number of points. We measured the surface misregistration for three different shapes: a curve, an S-shape and a wave as shown in **Fig. 14**, **Fig. 14(d)** shows the effect of increasing the control points on the surface misregistration for all three shapes, while keeping the number of markers constant at \((M_u, M_v) = (8, 8)\). For the curve...
shape, four control points are not sufficient to represent it, therefore we see a high (~80%) misregistration. However, increasing the control points to 9 or more results in excellent registration since the B-spline patch can represent the shape accurately. We see a similar significant decrease in misregistration for the S-shape: from 80% with 9 control points to 20% with 16 control points. As for the wave, since it is more complex, it requires an even larger number of control points (49) to represent the shape accurately.

Fig. 14(e) shows the effect of increasing the number of markers on the surface misregistration for the three shapes. In this experiment, we modeled the surface using a degree-3 B-spline patch with 16 control points while changing the number of markers. Since 16 control points are sufficient to represent the curved shape, its surface misregistration is close to zero. However, for the S-shape and the wave, we only see a slight decrease in the misregistration as we increase the number of markers. This is because it is the number of control points, rather than the number of samples, that limits the ability of the B-spline patch to represent those shapes. Therefore, to improve surface registration, the number of control points must be increased, an observation that is confirmed by Fig. 14(d).

The surface misregistration can be visually observed as well. Fig. 15 shows projection mapping on an S-shape surface while changing the number of control points. Notice that both planar and quadratic models (Fig. 15(a)–(b)) are not rich enough to adequately represent the surface shape and therefore, do not conform to the boundaries well. This is also confirmed by Fig. 14(d), where they have a high misregistration for the S-shape. However, the piece-wise planar and cubic models (Fig. 15(c)–(d)) are able to represent the shape well and hence, projection mapping conforms to the boundaries. Also notice that while both the piece-wise planar and cubic models have the same number of control points \((H = 16)\), they represent two different shapes since they are of two different degrees \((n, m) = (1, 1)\) and \((3, 3)\) respectively. This is why the projections do not appear identical. The difference is especially visible at the top edge, where the piece-wise planar model has visible discontinuities.

Fig. 16 shows the end-to-end latency, i.e. the time from when a new camera frame is available till the final rendering and display, for both the marker-based and marker-less systems, for different number of edge markers. Note that increasing the number of markers results in an insignificant increase in the latency for the marker-based system, which consistently runs close to 5 ms/frame. On the other hand, the number of markers has a significant effect on the end-to-end latency for the markerless system. This is because increasing the number of markers increases the number of cost maps that need to be computed, a computationally intensive step. Despite that, the markerless system performs faster than the camera frame-rate (33.33 ms) for up to seven markers on each edge. As such, the end-to-end latency becomes limited by the camera frame rate.

Figs. 14 and 16 also reveal an interesting trade-off of our system. Fig. 14 suggests that one should increase the number of control points to achieve better surface registration, but that can only be done by increasing the number of markers. However, the number of markers has a direct impact on the end-to-end latency, as shown in Fig. 16, especially for the marker-less system, which increases at a rate of 4.5ms/marker. Therefore, the number of markers required depends on the demands of the application in terms of speed and accuracy of registration. In general, \(5 \leq (M_u, M_v) \leq 7\) and \(25 \leq H \leq 49\) leads to excellent performance (in both speed and accuracy) for the marker-based and marker-less systems for a large variety of applications.

Our marker-based system requires the user to place markers on the surface. Therefore, we investigated how accurate the user
must be when placing these markers. For this experiment, the surface had four markers on each edge, was shaped like a curve (Fig. 14(a)) and modeled by a quadratic B-spline (with 9 control points). We moved the marker $T_2$ towards $T_1$ and measured the distances between $T_2$ and its two adjacent neighbors. For each such position, we calculated the surface misregistration as a function of the ratio of the larger distance to the smaller distance. A distance ratio of 1 means $T_2$ is placed directly between its two neighbors (its ideal position), whereas a value of 0.5 means $T_2$ is twice as far away from one neighbor compared to the other.

The effect of marker placement on the surface misregistration is shown in Fig. 17(a). Notice that as the distance ratio decreases (i.e., larger deviation from ideal position), the surface misregistration increases. This can be visibly confirmed in Fig. 17(b), which shows the projection becoming quite distorted when $T_2$ is moved too close to either of its neighbors (left and right) compared to when it is at its ideal position (middle). Fig. 17(a) also shows that even if a marker is placed twice as close to one of its neighbors compared to the other (a ratio of 0.5), the surface misregistration still remains relatively low (< 5%). This means that, for a standard A4-size paper ($21.3 \times 29.7$ cm), a marker needs to be within ~3 cm of its ideal position to yield good registration. This gives the user significant flexibility when placing markers, even if they are not precisely equidistant from each other.

To measure the accuracy of the internal 3D points, we compute the average error between the points estimated by our system and their ground truth points. The ground truth internal points are obtained by a display surface with the full marker grid printed. We measured this error for different shapes of the surface. As shown in Fig. 18, the largest error is around 6.59 mm, which is not perceivable by viewers.

6. Conclusion and future work

In summary, we present a general B-spline patch-based framework to achieve projection mapping on dynamic deformable stretchable materials using consumer-grade ToF depth camera and the registered IR camera accompanying it. We demonstrate real time performance which has potential to leverage higher speed cameras to reduce any remaining perceptible latency in the system.

In the future, we would like to improve the system to handle occlusion of the markers and the surface for both marker-based and marker-less implementations. One way to implement this is to compute a rigid transform using ICP between successive frames using the visible 3D points and applying that transform to the entire surface before re-computing the shape. The challenge there will be to ensure that the end-to-end latency remains as low as possible despite the additional computation. To handle self-occlusion of the surface, the proposed system can be extended to use multiple projectors, so that light can reach the surface from multiple directions.

The proposed work cannot identify areas undergoing local non-isometric stretches e.g., stretching only a small part of the surface but not the other. While previous works use markers in the interior of the surface to handle non-isometric stretches, achieving the same without any markers is a challenging task that can be addressed in the future.
Additionally, the proposed framework could be extended to use Non-Uniform Rational B-Splines (NURBs), which would allow representing sharp folds and more complex shapes and deformations. Implementing NURBs will require computing the knot vector and control point weights using non-linear optimizations, unlike the proposed work which only uses linear optimizations.
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